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ABSTRACT
Affect sensitivity is of the utmost importance for a robot
companion to be able to display socially intelligent behaviour,
a key requirement for sustaining long-term interactions with
humans. This paper explores a naturalistic scenario in which
children play chess with the iCat, a robot companion. A
person-independent, Bayesian approach to detect the user’s
engagement with the iCat robot is presented. Our frame-
work models both causes and effects of engagement: features
related to the user’s non-verbal behaviour, the task and the
companion’s affective reactions are identified to predict the
children’s level of engagement. An experiment was carried
out to train and validate our model. Results show that our
approach based on multimodal integration of task and social
interaction-based features outperforms those based solely on
non-verbal behaviour or contextual information (94.79 % vs.
93.75% and 78.13%).
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1. INTRODUCTION
Many existing prototypes of robots still lack important social
and affective skills. Their ability to display a socially accept-
able behaviour is still limited and this prevents them from
engaging in a truly natural interaction with users. Robot

companions are an example of robots that may benefit from
the integration of affective and social abilities [7] [10].

A prerequisite of companioninship is the ability to sustain
long-term interactions. Affect sensitivity, i.e., the ability to
understand the user’s affective states and expressions, is of
the utmost importance for a robot companion to be able
to display socially intelligent behaviour, a key requirement
for sustaining long-term interactions with humans. Robot
companions should be sensitive to multimodal behavioural
cues displayed by the user and the context in which the
interaction with the user takes place in order to infer useful
information regarding the ongoing situation. While affect
recognition has been extensively addressed in the literature
[21], many issues related to the design of a module for affect
recognition to be integrated in a human-robot interaction
framework still have to be investigated.

Designing an affect recognition framework for robot com-
panions presents several challenges. A question of primary
importance is what type of affective states and expressions
a companion should be sensitive to. To answer this ques-
tion we face a design issue: affective states and expressions
that a companion may want to detect depend on many as-
pects related to the specific interaction scenario [8], for ex-
ample whether the user is interacting with the companion
or the companion is just monitoring the user’s behaviour,
the distance between user and companion (e.g., face-to-face
or long-range interaction), whether the user is involved in
some tasks with the companion or not, what is important
for a companion to know in order to engage in something
more than a short interaction with the user. For example,
a socially intelligent companion would not try to recognise
smiles when the user is in another part of the room or to de-
tect fear when it needs to know whether the user is enjoying
interacting with it. A companion should therefore be able
to detect scenario-dependent affective states and cues.

Contrary to the majority of affect recognition systems re-
ported in the literature, an affect recognition module for
robot companions should be trained using naturalistic and
spontaneous expressions and integrate contextual informa-
tion [1]. The generation of an affective state during the inter-
action with a companion can be influenced by many different
variables. Examples include the user’s personality, gender,
preferences, history and goals, the task, the presence of other
people, the events unfolding in the environment, the type of
behaviour displayed by the companion, etc. This suggests



that possible causes of affective states should be taken into
consideration as contextual information in the design of an
affect recognition system for robot companions.

In this paper we propose a person-independent, Bayesian
approach to detect the user’s engagement with a game com-
panion that takes into consideration causes and effects of en-
gagement. Task and social interaction-based features are se-
lected as source of information for the prediction of the level
of engagement of children playing chess with an iCat robot.
Experimental results show that the multimodal integration
of contextual information with non-verbal cues displayed by
the user improves the recognition of the user’s engagement
with the iCat robot. The present study addresses several
challenges from the perspective of affect recognition for a
robot companion. First, it focuses on a naturalistic interac-
tion, where the user’s states and expressions are spontaneous
and scenario-dependent. Second, it considers multimodal
information, which includes task-related features and social
interaction cues, displayed both by the user and the com-
panion. Finally, it addresses the issue of robustness in real-
world scenarios: contextual features related to the task and
the iCat’s expressive behaviour, whose integration proved
successful in the detection of engagement, represent valu-
able information that an affect recognition system could rely
on in case of poor illumination conditions and noisy back-
grounds.

The paper is organised as follows. The next Section provides
an overview of previous work on recognition of spontaneous
affective states in human-companion interaction, as well as
previous attempts to infer affect by taking into consideration
contextual information. Section 3 describes our interaction
scenario and the proposed framework for the modelling of
user engagement. Section 4 presents experimental results
and reports the data collection process and the methodology
used to train and evaluate our model. Finally, Section 5
summarises the characteristics of the proposed approach and
the results.

2. RELATED WORK
A limited number of studies in affect recognition research
have addressed the recognition of scenario-dependent, spon-
taneous affective states emerging during the interaction with
an artificial companion. The system proposed by Kapoor
et al. [11], for example, allows for the automatic predic-
tion of frustration of students interacting with a learning
companion by using multimodal non-verbal cues such as fa-
cial expressions, head movement, posture, skin conductance
and mouse pressure data. Peters et al. [17] modelled the
user’s interest and engagement with a virtual agent display-
ing shared attention behaviour, by using eye gaze and head
direction information.

While some efforts have been reported in the literature,
works on affect recognition abilities for a specific interac-
tion scenario that take into account contextual information
are still not numerous. Kapoor and Picard [12] proposed an
approach for the detection of interest in a learning environ-
ment by combining non-verbal cues and information about
the learner’s task (e.g., level of difficulty and state of the
game). Conati et al. [9] designed Prime Climb, an edu-
cational game where an intelligent pedagogical agent helps

Figure 1: User interacting with the iCat robot.

users succeed in a math game. Inspired by the OCC model
of cognitive appraisal [16], they combined information about
the user’s knowledge with a model for the prediction of mul-
tiple emotions experienced by users in order to determine
how the agent could intervene so as to maximise the trade-
off between student learning and engagement. Malta et al.
[14] proposed a system for the multimodal estimation of a
driver’s irritation that exploits information about the driv-
ing context.

Some studies showed how the use of contextual informa-
tion can improve vision-based recognition of non-verbal be-
haviour. Morency et al. [15], for example, proposed a
context-based recognition framework that integrates infor-
mation from human participants engaged in a conversation
to improve visual gesture recognition.

3. DETECTING ENGAGEMENT WITH A
GAME COMPANION

3.1 Interaction scenario
The interaction scenario consists of a social robot, the iCat
[20], that acts as the opponent of a human player (i.e., a
child) in a chess match played on an electronic chessboard
(Figure 1). The iCat generates affective behaviour that is
influenced by the state of the game, and is reflected on the
robot’s facial expressions. By interpreting the affective reac-
tions displayed by the iCat, children may acquire additional
information to better understand the game.

The robot’s affective system includes two main components:
mood and affective reactions. Mood is a background affec-
tive state that is always present with low intensity. Affective
reactions are displayed after every move played by the user
and have the duration of approximately 3 seconds. The re-
actions are computed based on an anticipatory system: the
iCat generates an expectation of the user’s next move, and
based on the mismatch between this expectation and the
evaluation of the move that the user actually makes, one
out of nine “sensations” is activated and a corresponding
affective facial expression is displayed by the iCat [2] [3].



Sensation Animation
Stronger Reward Excited
Expected Reward Confirm
Weaker Reward Happy

Unexpected Reward Arrogant
Negligible Think

Unexpected Punishment Shocked
Weaker Punishment Apologise

Expected Punishment Angry
Stronger Punishment Scared

Table 1: Mapping between the iCat’s sensations and
the displayed facial animations.

Table 1 shows the mapping between the nine sensations and
the corresponding facial animations displayed by the robot.
These animations are part of the iCat software library (see
[6] for an investigation on how users perceive the iCat’s affec-
tive expressions). The choice of the mapping between iCat
sensations and facial expressions was based on the meaning
of the sensations. For example, “stronger reward” means
that the iCat experienced a much better “reward” than it
was expecting, and therefore the corresponding displayed
animation is “excitement”.

3.2 User engagement
It was reasoned that user engagement with the iCat would
be a key consideration in this specific interaction scenario.
Our rationale is that the detection of user engagement is an
important requirement for a companion to behave in a more
social and empathic manner and crucial to establishing a
long-term interaction with the user. The user’s engagement
with the iCat was chosen to describe the level of social in-
teraction established between them. Engagement has been
defined as “the value that a participant in an interaction
attributes to the goal of being together with the other par-
ticipant(s) and continuing the interaction” [18]. We regard
engagement with the iCat as being characterised by an af-
fective and attention component (see [17] for a similar view
on engagement in human-agent interaction): the user is con-
sidered as engaged with the iCat if she is willing to interact
and maintain the interaction with it. This relates, for ex-
ample, to the amount of time the user looks at the iCat,
regardless of whether the iCat is talking or displaying an
affective reaction or not. We consider engagement with the
iCat to also imply the existence of an active component in
the behaviour displayed by the user, for example when the
user is “aroused socially” and shows a high action tendency.
Finally, engagement with the iCat may include, although
not necessarily, the expression of a positive feeling by the
user.

3.3 Framework for the modelling of user
engagement

Our framework for the modelling of user engagement is de-
signed so as to include both causes and effects of engage-
ment. In our interaction scenario, the user plays chess while
interacting with the iCat robot. It is expected that the user’s
engagement with the companion is both influenced by the
task the user is involved in and the social interaction with
the iCat. It is also expected that the level of engagement of
the user with the iCat affects the generation of expressive

Figure 2: Cause-effect relationships between user
engagement with the iCat and task and social
interaction-based features in our scenario.

non-verbal behaviour in the user. Therefore, in our scenario
user engagement is modelled using a number of task and
social interaction-based features:

User behaviour: Expressive non-verbal behaviour has been
previously linked to user engagement with a companion,
namely eye gaze and smiles [17] [4]. Thus, in our frame-
work, we consider as effects of user engagement with the
iCat the following features:

• User looking at the iCat

• User smiling

Contextual information: User engagement with the iCat
can be modelled by several sources of contextual informa-
tion. In fact, affect can be the result of several events,
situations and user characteristics. Previous findings sug-
gested that user engagement with the iCat correlate with
the game state and the presence of affective facial expres-
sions displayed by the iCat [5]. Thus, in our scenario, we
model user engagement with two different levels of contex-
tual information:

• Game state

• iCat displaying an affective reaction

A Bayesian network is used to represent user engagement,
task and social interaction-based features, and their prob-
abilistic relationships. Figure 2 shows the identified cause-
effect relationships in our interaction scenario.

4. EXPERIMENTAL RESULTS
4.1 Data collection
In this Section we explain how we collected the experimental
data used to train and evaluate our model. An experiment



was performed in two different locations, a primary school
where once a week children have two hours of chess lessons,
and a chess club where children are more experienced and
practice chess more than two hours per week. 8 children (6
males and 2 females, average age 8.5) took part in this study.
Every participant played two different exercises, one with
low and one with medium difficulty. By using more than
one level of difficulty we expected to elicit different types
of expressive behaviours in the children. The exercises were
proposed by a chess instructor who was familiar with each
student’s chess skills. The children’s goal in the experiment
was to try to win against the iCat. In each game the robot
begins the interaction by inviting the user to play. The user
is always in control of the white pieces and is always the
first to play. After each move is made by the user, the iCat
asks her to play its move as it does not have any grasping
mechanism with which to move the chess pieces itself. Each
interaction ends when the user completes both exercises by
winning, losing or withdrawing.

All the interactions were recorded by three video cameras:
one capturing the children’s face, one capturing a lateral
view of the children and one capturing the iCat’s behaviour.
The videos recorded with the frontal camera were annotated
in terms of user engagement with the iCat by three annota-
tors. The annotation was based on the behaviour displayed
by the children and the situation of the game. A number of
video segments were identified starting from the 16 collected
videos (two for each participant) using ANVIL, a free video
annotation tool [13]. Each video segment had a duration of
approximately 7 seconds. After agreeing on the meaning of
each label to describe the user’s engagement with the iCat,
annotators could choose one out of three options: engaged
with the iCat, not engaged with the iCat and cannot say.
Each annotator associated labels with each video segment
working separately. The results of the three individual an-
notation processes from each annotator were then compared
for each video segment: a label was selected to describe the
level of engagement of the user in a video segment when it
was chosen by two or three of the annotators. In case each
of the annotators chose a different label, the video segment
was labelled as cannot say. After the annotation process,
96 video segments (12 for each participant, 48 labelled as
engaged with the iCat and 48 as not engaged with the iCat)
were selected as the samples to be used to train and test our
model.

For each exercise played by the children, a log file was also
automatically created. After each move played by the user,
a new entry is written in the log. Each entry contains differ-
ent types of information, including the time since the begin-
ning of the interaction (for synchronisation purposes with
the video data), the game state and the iCat’s sensations.
From the data saved in the log files the contextual informa-
tion employed in our model were derived.

4.2 Task and social interaction-based features
A number of task and social interaction-based features were
computed for each of the selected 96 video segments.

4.2.1 Non-verbal behaviour
As described in Section 3.3, eye gaze and smiles of the user
were considered as indicators of the user’s engagement with

the iCat. Figure 1 shows some examples of expressive non-
verbal behaviour displayed by the user. Two coders an-
notated the portions of video segments in which these be-
haviours were displayed by the children. For each video
segment each behaviour was assigned a value. This value
was computed as the average number of frames over which
a specific behaviour was displayed in the video segment.

4.2.2 Contextual features
Two levels of contextual information were used to model
the user’s engagement with the iCat: the game state and
the effect of the display of an affective facial expression by
the iCat.

Game state: The game state represents the condition of
advantage/disadvantage of the user in the game. The more
the value of the game state is positive, the more the user
is in a condition of advantage with respect to the iCat, the
more it is negative, the more the iCat is winning. To com-
pute the game state value we used the chess engine from
Tom Kerrigan’s Simple Chess Program (TSCP) 1. The term
chess engine refers to a chess playing system that does not
have a graphical interface, since it is only the“thinking”part
of a chess program. Chess programs consider chess moves as
a game tree. From the current board position, the Minimax
algorithm [19] generates a tree with all the possible moves,
taking into account the best moves played by the opponent.
This evaluation continues until it reaches a final “leaf” posi-
tion, which is evaluated and returned. To evaluate the end
nodes TSCP uses a simple evaluation function that takes
into account four distinct values: (1) material score, by sim-
ply summing the piece types multiplied by piece values (e.g.
a queen is worth 900, whereas a pawn is worth 100); (2)
pawn structure, which considers the placement of the pawns
in the chessboard (e.g., by evaluating passed pawns, double
pawns, etc.); (3) piece scoring, that evaluates the placement
of each piece (e.g., a queen on the middle of the board is
more effective than a queen on the corner); (4) king safety,
which considers the pawn shelter around the king. This
evaluation function returns the sum of these four aspects;
values range between -3000 and 3000. For example, 3000 is
a checkmate position, 100 means a pawn up in advantage
and 0 a neutral position.

iCat displaying an affective reaction: This is a feature
related to the behaviour displayed by the iCat during the
game and the interaction with the user. Each affective facial
expression is a direct consequence of the situation of the
game and is the main channel through which the iCat can
communicate an affective message to the user, hence interact
socially with her.

We are interested in considering the effect that the display
of an affective reaction may have on the user’s engagement
with the iCat. For this purpose, a metric that takes into
consideration the temporal interval the engagement of the
user may be affected by the iCat’s facial behaviour was de-
fined. During the game, as soon as the user makes a move,
the iCat looks at the chessboard and then generates an af-
fective facial expression. Each of these two animations last
approximately 2.5 seconds each. Given this information, we

1http://www.tckerrigan.com/Chess/TSCP



Figure 3: Effect of the iCat’s affective reaction on the user’s engagement. At time ts the user makes a move.
Given a video sample in our corpus ranging from time ti to time tj and given Teffect, the user’s engagement
with the iCat in that sample is considered as affected by the iCat’s affective reaction from time ti to time tk.

regard the temporal interval in which the user can be af-
fected by the iCat’s affective reaction as formed by three
main components (Equation 1):

Teffect = T1 + T2 + T3 (1)

where T1 is the time taken to the iCat to look at the chess-
board after the user’s move, T2 is the duration of the affec-
tive facial expression displayed by the iCat, and T3 is the
duration of the effect of the iCat’s expression on the user
after the end of the displayed animation. We hypothesise
that the effect of the affective reaction displayed by the iCat
on the user’s engagement begins as soon as the iCat starts
looking at the chessboard. T3 was chosen so that Teffect

would be smaller than the minimum distance observed in
our video corpus between two subsequent facial expressions
displayed by the iCat, in order to keep differentiated the
effects of two different affective reactions. Given that this
distance is approximately of 12 seconds, T3 was assigned a
value so that Teffect would be smaller than 12 seconds: in
our case we set T3 to 3 seconds, so that Teffect is 8 seconds.
We regard 8 seconds as a reasonable temporal interval where
we can consider an effect on the user’s engagement, as it is
more likely to observe a change in the user’s behaviour when
or immediately after the iCat displays a facial expression.

When the user makes her last move (i.e., when the user
or the iCat wins, loses or draws), the iCat, after looking
at the chessboard, generates an affective facial expression

that lasts more than those displayed during the game (i.e.,
approximately 4 seconds), hence in these circumstances we
consider Teffect = 9.5 seconds.

Given this temporal interval, each video segment of the cor-
pus was assigned a value that represents how many frames,
on average, the user’s behaviour in that video segment has
been affected by the iCat’s facial behaviour. Figure 3 shows
how the effect of the iCat’s affective reaction is taken into
account.

4.2.3 Multimodal fusion
The multimodal fusion step aggregates the user’s behavioural
features and the contextual information to improve the recog-
nition of the user’s engagement with the iCat. For each
sample of our corpus, information about the eye gaze and
smiles of the user, the game state and the effect of the af-
fective reaction displayed by the iCat were concatenated:
these vectors of fused information are used as inputs for our
Bayesian classifier for the prediction of the user’s engage-
ment with the iCat.

4.3 Evaluation
4.3.1 Methodology
A Bayesian network was used to model user engagement
and its probabilistic relationship with the task and social
interaction-based features. Experiments were performed to
discriminate the user’s level of engagement with the iCat.
48 samples labelled as engaged with the iCat and 48 as not
engaged with the iCat were used in this evaluation phase.



Recognition Recognition ROC
approach rate area

Non-verbal behaviour 93.75% 0.95
Contextual information 78.13% 0.78

Multimodal 94.79% 0.96

Table 2: Recognition rates and ROC area values for
the user behaviour only, the contextual information
only and the multimodal approach (non-verbal be-
haviour + contextual information).

In order to train our model, a “leave-one-subject-out” cross-
validation was performed: the data was divided into 8 dif-
ferent subsets, each of them consisting of 12 samples of one
of the sujects. At each step of the process 84 samples (cor-
responding to 7 out of 8 subjects) were used for training and
12 samples (i.e., 1 out of 8 subjects) for test. This means
that at each step samples of the same subject are not both
in the training and the test set, thus allowing our method
to perform in a subject-independent way. To evaluate the
model this process was repeated 8 times, so that each time
the samples of one of the subjects were used as the test set.

4.3.2 Results
The experimental evaluation assessed the performance of
our multimodal framework using task and social interaction-
based features and compared it with the performance of a
classifier based solely on user non-verbal features and one
based solely on contextual information. The metrics used to
assess the performance of the classifiers are the recognition
rates and the area of the ROC (Receiver Operating Charac-
teristic) curve. Table 2 groups recognition rates and ROC
area values for the three approaches. Results show that user
engagement with the iCat is well discriminated in all three
cases, with the best performance achieved by the multimodal
classifier (94.79% vs. 93.75% achieved by the classifier based
on the user’s non-verbal behaviour and 78.13% by the clas-
sifier based on contextual information). This shows that the
multimodal integration of task and social interaction-based
features improves the recognition of user engagement with
the iCat with respect to when single channels of information
(non-verbal behaviour of the user and contextual informa-
tion) are used. Results also show that the classifier based
on the non-verbal behaviour displayed by the user is more
successful than the classifier trained with the contextual in-
formation.

5. CONCLUSION
In this paper we modelled a naturalistic scenario in which
children play chess with a game companion. Some of the
challenges in affect recognition research were first addressed
from a design perspective: the affective state and features
that the game companion should be sensitive to were identi-
fied by taking into account what valuable information could
be extracted from the specific scenario of interaction.

A person-independent Bayesian approach for the modelling
of the user engagement with a game companion was pre-
sented. Our framework models both causes and effects of
engagement: features related to the user’s non-verbal be-
haviour, the task and the companion’s behaviour are identi-
fied to predict the user’s level of engagement with the com-

panion. In particular, results show that our approach based
on the multimodal fusion of task and social interaction-based
features outperforms those based solely on non-verbal be-
haviour or contextual information (94.79 % vs. 93.75% and
78.13%). Furthermore, the classifier based on the non-verbal
behaviour displayed by the user proved more successful than
the classifier trained with the contextual information. Nev-
ertheless, these results show that contextual information
could be successfully used to predict the user’s level of en-
gagement with the iCat during a chess game and represent
a valuable resource in case of noisy or missing data from the
vision channel, which is not unlikely to happen under some
real-world conditions.
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