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Ângelo Cardoso, Andreas Wichert

INESC-ID Lisboa and Instituto Superior Técnico, Technical University of Lisbon
Av. Prof. Dr. Ańıbal Cavaco Silva, 2744-016 Porto Salvo, Portugal

Abstract

In this text we propose a method which efficiently performs clustering of
high-dimensional data. The method builds on random projection and the K-
means algorithm. The idea is to apply K-means several times, increasing the
dimensionality of the data after each convergence of K-means. We compare
the proposed algorithm on four high-dimensional datasets, image, text and
two synthetic, with K-means clustering using a single random projection and
K-means clustering of the original high-dimensional data. Regarding time
we observe that the algorithm reduces drastically the time when compared
to K-means on the original high-dimensional data. Regarding mean squared
error the proposed method reaches a better solution than clustering using
a single random projection. More notably in the experiments performed it
also reaches a better solution than clustering on the original high-dimensional
data.

Keywords: clustering, K-means, high-dimensional data, random
projections

1. Introduction

The K-means algorithm [10], given a set of n points in Rd and an integer
K, finds the K centers, such that the total squared error between each the
of the n points and its closest center is minimized. The algorithm starts by
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initializing the centers randomly. Each cluster center is defined by the em-
pirical mean of its points. At each iteration, each of the points is assigned to
its closest center and afterwards the centers are recalculated. Each K-means
iteration reduces the total squared error. When the algorithm converges it
reaches a minimum, however there is no guarantee that it is global.

Random projection [7] is used for projecting high-dimensional data into
low-dimensional subspaces while approximately preserving the Euclidean dis-
tance between the points. Its application in computer science is wide, includ-
ing nearest neighbor search, clustering and classification. In this paper we
propose a novel method for clustering using random projection which grad-
ually increases the dimensionality of the data in successive applications of
K-means. We call the method iterative random projections K-means (IRP
K-means). We compare it to related approaches which use a single random
projection and to K-means clustering in the original high-dimensional space.
Experiments on an image dataset and a text dataset indicate that the pro-
posed algorithm improves significantly the mean squared error (MSE) in the
original space when compared to a single random projection. The empiri-
cal results also show that by gradually increasing the dimensionality of the
data we can reach a solution with a lower MSE than clustering on the original
high-dimensional space. IRP K-Means is related to simulated annealing clus-
tering [12] which avoids local minimums. However such approach relatively
to K-means greatly increases the running time [2].

2. Random projection for K-means clustering

Random projection works by projecting the high dimensional data into
a lower dimensional random subspace. We randomly create h vectors which
define random projection matrix R. This idea is based on the Johnson-
Lindenstrauss lemma [7] whose intuition is: if n points in vector space of
dimension d are projected onto a randomly selected subspace of suitably
high dimensions h, then the Euclidean distance between the points are ap-
proximately preserved. In [5] more tight bounds are given, more precisely
the theorem is the following:

Theorem 2.1. For any 0 < ε < 1 and any integer n, let h be a positive
integer such that

h ≥ 4

(
ε2

2
− ε3

3

)−1

lnn.
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Then for any set V of n points in Rd, there is a map f : Rd → Rh such
that for all u, v ∈ V ,

(1− ε)‖u− v‖2 ≤ ‖f(u)− f(v)‖2 ≤ (1 + ε)‖u− v‖2.

Furthermore, this map can be found in randomized polynomial time.

Given a random matrix Pd×h and a data matrix Xn×d, then the projection
of X into P , is given by

XRP
n×h = Xn×dPd×h. (1)

Several alternatives have been proposed for generating the random matrix
[1, 9] which reduce the computational cost of projecting the data, namely,
using integers and sparseness in matrix P . The generated random matrix P is
usually not orthogonal. Making R orthogonal is computationally expensive.
However, in a high-dimensional space, there exists a much larger number
of almost orthogonal than orthogonal directions [6], therefore vectors with
random directions are close enough to be orthogonal.

2.1. A K-means based algorithm using random projection

In this section we describe an algorithm for K-means clustering using
random projection which is related to several previous works [4, 11, 3]. By
clustering the data on lower dimensional space, the computational cost of
each K-means iteration can be greatly reduced, while still finding a solution
which is related to clustering on the original high-dimensional space.

The algorithm starts by initializing the cluster membership G randomly.
The cluster membership is set by selecting randomly K points as the clusters
centers. Then we generate a random matrix P to project the data. We
project the data Xn×d to D dimensions (D < d) using a random projection
defined by matrix Pd×D. Using the projected data XRP

n×D and G. We define
the initial cluster centers CRP as the mean of each cluster in XRP , which
at initialization is simply one point per cluster. Finally we run K-means
until convergence or some stopping criterion is met on XRP using CRP as
initialization, obtaining K clusters defined by the cluster membership G.
The detailed description is given in Algorithm 1.
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Algorithm 1: Random Projection K-means

input : dimension D
data Xn×d
number of clusters K

output: cluster membership G
begin

Set the cluster membership G as K randomly selected points from
X.
Set a random matrix Pd×D.
Set XRP

n×D = XP .
Set CRP

k×D by calculating the mean of each cluster in XRP according
to G.
Obtain G with K-means on XRP with CRP as initialization.
return G

2.2. A K-means based algorithm using iterative dimension random projection

The intuition behind the algorithm is that by iteratively increasing the
dimension of the space, we can construct a solution with increasingly more
detail, while avoiding local minimums in the original space. The gradual con-
struction of the solution saves iterations in later dimensions, that are more
costly. This is analogous to cooling in simulated annealing clustering [12].
The lower the dimension, the greater the probability of assigning a point to
a wrong cluster, i.e. a cluster whose center is not the closest according to
the Euclidean distance in the original space. Lower dimensions are equiv-
alent to a higher temperature in simulated annealing clustering. However
unlike simulated annealing K-means, iterations in higher temperatures are
faster because they are computed in lower dimensions instead of the original
dimension.

The algorithm is related to random projection K-means (see Algorithm
1) but instead of using a projection for a single dimension, we project the
data and cluster it several epochs, increasing the dimension of the projection
in each of the epochs. The clusters obtained in a given dimension are used
to initialize the clusters in the following dimension.

The algorithm starts in dimension D1, by projecting the high-dimensional
data X into a space of dimension D1(D1 < d) using a random projection
defined by P1, obtaining XRP1 . In the first dimension D1 we initialize the
centroids randomly by selecting K points as centers. By applying K-means
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in XRP1 we obtain the new cluster membership G, which will then be used to
initialize K-means in the next dimension (D2). Using the cluster membership
G obtained from K-means in dimension D1 and XRP2 , we recalculate the
centroids now in dimension D2(D1 ≤ D2 < d, to obtain the new initial
centroids CRP2 now in a new space of dimension D2. Now in D2, we apply K-
means again using CRP2 as initialization. Then analogously repeat the same
process until reaching the last dimension Dl(D1 ≤ D2 ≤ Dl < d) returning
the cluster membership from Dl. The relation D1 ≤ D2 ≤ ... ≤ Dl < d
is heuristic and analogous to simulated annealing cooling, D1, D2, ..., Dl can
therefore take any values. The detailed description is given in Algorithm 2.

Algorithm 2: Iterative random projections K-means

input : list of dimensions Da=1,...,l

data Xn×d
number of clusters K

output: cluster membership G
begin

Set the cluster membership G as K randomly selected points from
X.
for a = 1 to l do

Set a random matrix Pa(d×Da).
Set XRPa(n×Da) = XPa.
Set CRPa(k ×Da) by calculating the mean of each cluster in
XRPa according to G.
Obtain G with K-means on XRPa with CRPa as initialization.

return G

3. Experiments

We evaluate the performance of the proposed method 1 on four high-
dimensional datasets, an image, a text and two synthetic datasets.

We measure the clustering performance by the MSE, i.e. the K-means
objective function. Regarding time performance we report the running time
and the number of K-means iterations. Each entry in random matrix P
is sampled i.i.d from the standard Gaussian N (0, 1), which gives the same
bound for h as Theorem 2.1 as discussed in [5, 1].

1An implementation can be obtained from the authors
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We use the same implementation of K-means for all the reported methods.
All the experiments were run in Matlab on a 64 bit machine with a 2.1 GHz
dual-core CPU and 4 GB of RAM.

3.1. Datasets

We use the AT&T Database of Faces2 (formerly ORL Database of Faces),
which contains 400 images from 40 subjects. The size of each image is 92×112
pixels with 256 gray levels, therefore 10304 dimensions. We use K = 40 in
the experiments since that is the number of subjects.

For the text experiments we use a dataset containing papers from NIPS
1-123. The text dataset contains 2484 documents with 14036 words, there-
fore 14036 dimensions. The original data contains the term count for each
document. We normalize all document vectors to unit length, by dividing the
term count by the total number of terms for a given document. The dataset
is sparse, on average for each document only 3, 93% of the terms are present.
For this dataset we do not know the correct K value, we use K = 10 in the
experiments.

We also generated two synthetic datasets both with 10000 dimensions.
For the first dataset each cluster j is sampled from a multivariate Gaussian
distribution N (µj, σ

2) being µj sampled from a multivariate Gaussian distri-
bution N (0, 1) and σ2 is a diagonal matrix (d×d) (common to all clusters)
where each entry is sampled from a multivariate Uniform distribution U(0, 2).
For the second dataset each cluster j is sampled from a multivariate Uniform
distribution U(cj − dj, cj + dj) where cj is sampled from a multivariate Uni-
form distribution U(−1, 1) and dj is sampled from a multivariate Uniform
distribution U(0, 2). Each dataset contains 1000 points randomly sampled
from each cluster with probability 1/K. We use K = 20 for both synthetic
datasets. The MSE of assigning all points to the correct cluster is 6.61× 103

for the Gaussian dataset and 4.39× 103 for the Uniform dataset.
In the experiments we will compare K-means on the original high-dimensional

data (referred by Classic), Algorithm 1 (referred by RP ) and Algorithm 2
(referred by IRP ). All experiments for all algorithms report the MSE on
the original high-dimensional space. To evaluate if the differences between
the algorithms are statistically significant we use a two sample t-test with

2AT&T Laboratories Cambridge
3assembled by Sam Roweis
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significance α, being the null-hypothesis that the two samples are taken from
populations with equal mean.

3.2. A comparison between K-means, RP K-means and IRP K-means

We start by comparing results for Algorithm 1 using D = 10, 20, 50, 100
and for Algorithm 2 using D = [10, 20] , [10, 20, 50] , [10, 20, 50, 100].

On the AT&T Faces dataset (see Table 1), IRP10,20,50,100 achieved the best
average result (6.69×106), which compares favorably toRP100 (7.01×106) and
K-Means on the original data (6.88×106) (α = 0.001). IRP10,20,50,100 (0.5s)
was faster than K-Means on the original data (3.07s) (α = 0.001).

On the NIPS 1-12 dataset (see Table 1), IRP10,20,50,100 achieved the same
result regarding MSE (4.97×10−3) as K-Means on the original data. This
result compares favorably to RP100 (4.99×10−3) (α = 0.001). IRP10,20,50,100

(3.07 s) was faster than K-Means on the original data (59.57 s) (α = 0.001).
On the Gaussian dataset (see Table 1), IRP10,20,50,100 (6.93 ×103) per-

formed better than K-means on the original data (8.12 ×103) and RP (for
D = 10, 20, 50, 100). IRP10,20,50,100 (1.10 s) was faster than K-Means on the
original data (4.02 s) (α = 0.001).

On the Uniform dataset (see Table 1), IRP10,20,50,100 (4.46 ×103) per-
formed better than RP K-means (for D = 10, 20, 50, 100) and K-means on
the original data (4.94 ×103) (α = 0.001). IRP10,20,50,100 (1.10s) was faster
than K-means on the original data (4.01 s) (α = 0.001).

IRP10,20,50,100 performed better than RP100 on all datasets α = 0.001).
On the AT&T Faces, Gaussian and Uniform, IRP10,20 performed better than
RP20, IRP10,20,50 better than RP50 and IRP10,20,50,100 better than RP100 (α =
0.001). IRP was slower than RP (for the respective dimensions) in all datasets
(α = 0.001).

The number of iterations in each dimension is shown in Table 2. It is
worth mentioning that IRP10,20,50,100 in dimension 100 has less iterations on
average than RP100 for all datasets (α = 0.001). This difference is explained
by the fact that IRP10,20,50,100 starts in dimension 100 using the cluster mem-
bership of dimension 50 and RP100 starts with a random cluster membership,
as stated in Algorithms 1 and 2. IRP10,20,50,100 in dimension 100 also has less
iterations on average than K-means on the original data for all datasets
(α = 0.05) .
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Table 1: MSE and running time for the several datasets. Sample average and standard
deviation over 20 runs.
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(s)

4.01±
0.741
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0.19±
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0.041
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3.3. Choosing D for IRP-Kmeans

In this section we explore how to choose D for IRP-Kmeans. The relation
D1 ≤ D2 ≤ ... ≤ Dl < d is heuristic and analogous to cooling in simulated
annealing, where the temperature is gradually reduced, throughout this sec-
tion we always consider D such that this relation is true.

The lower the dimension, the greater the probability of wrongly assigning
a point to a cluster who is not actually the closest according to Euclidean
distance, as in a higher temperature. This effect is explained by Theorem
2.1, which states that the distortion is within a maximum range. The actual
distortion for a particular data distribution might be smaller.

In IRP K-means the lower the dimension the higher the probability of
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Table 2: Iterations in each dimension for the several datasets. Sample average and stan-
dard deviation over 20 runs.

Dim Classic RP IRP
A

T
&

T
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es 10 - 8.4± 1.59 9.2± 1.59

20 - 8.6± 1.56 8.5± 2.18
50 - 7.4± 1.59 6.2± 2.06
100 - 7.8± 2.28 4.6± 1.40

10304 7.1± 1.40 - -

N
IP

S
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12

10 - 42.3± 14.46 36.4± 13.02
20 - 34.6± 8.78 37.0± 12.27
50 - 31.3± 9.81 31.0± 10.20
100 - 28.9± 9.10 20.0± 5.48

14306 25.9± 9.35 - -

G
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n

10 - 18.7± 4.45 19.1± 5.74
20 - 10.2± 3.33 7.6± 4.44
50 - 5.2± 1.18 2.1± 1.25
100 - 4.0± 0.79 1.65± 1.04

10000 3.6± 1.10 - -

U
n
if

or
m

10 - 24.0± 7.91 23.5± 6.68
20 - 15.8± 3.42 14.4± 6.68
50 - 7.45± 2.26 4.15± 2.50
100 - 5.45± 1.19 1.45± 1.14

10000 3.6± 0.88 - -

incorrectly assigning a point to a cluster center. The probability of assigning
a point to a cluster which is not actually the closest on the original space
also depends on K, as the higher the number of centers the more likely it
becomes that the points are incorrectly assigned. So both these effects should
be taken into account when trying to choose D optimally.

We empirically estimate this probability for each dataset by selecting
randomly K points and assigning the remaining to the closest of the K. The
average of each set of points defines a centroid in the original space. We
then project both the centroids and all the points for a given dimension Dh,
in dimension Dh we assign each of the points to one of the K centers and
measure the number of points which were incorrectly assigned relatively to
how they would be assigned in the original dimension. We show the average

9



percentage of misassigned points over 10 independent runs for a varying
number of dimensions Dh ∈ b100,0.1,0.2,...,4e for the several datasets in Figure
1. For a given Dh the probability mh of assigning a point to a cluster which
is not closest on the original space varies among the datasets which suggests
that the optimal D for a given l or for a maximum computational cost might
be different.
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Figure 1: Average percentage of misassigned points for the several datasets. AT&T Faces
(K = 40), NIPS 1-12 (K = 10), Gaussian (K = 20) and Uniform (K = 20).

If mh is sufficiently small then we can stop at dimension Dh. Another
criterion for not evaluating further dimensions is that the number of iterations
in the previous dimension is the minimum, meaning that IRP has already
converged.

Using this probability we empirically choose for each dataset Dh1,...,l such
that mh1,...,l is the closest possible to a given error. We use an exponential

decay of mh1,...,l given by mh1e
−λ(h−1), being mh1 the initial probability of

error and λ the steepness of the decay. We choose D with l = 20, mh1 = 1
2

and λ = 1
8

for all datasets.
For each dataset we performed 20 independent runs with l = 20 and

report the results from l = 1 till l = 20. The MSE for the several datasets is
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shown in Figure 2, and the number of iterations in each dimension is shown
in Figure 3. The MSE and running time for the different values of l for all
datasets is shown in Table 3.

The MSE on the original space decreases gradually as the dimension
increases for all datasets (see Figure 2). For both Gaussian and Uniform
datasets, on which the optimal solution is known, IRP (see Table 3) ap-
proximately reaches the optimal solution MSE (6.61 × 103 and 4.39 × 103

respectively, see Section 3.1)
The number of iterations also decreases gradually as the dimension in-

creases for all datasets (see Figure 3), being close to the minimum of possible
iterations for the AT&T Faces, Gaussian and Uniform datasets. The number
of iterations in dimension l = 10 is smaller than at l = 5 and at l = 20 less
than at l = 10 for all datasets (α = 0.005)

IRP for l = 10, 15, 20 (see Table 3) reaches a lower MSE than K-means on
original data while being faster with l = 10, 15 for all datasets (α = 0.005).

The good results across several datasets with distinct data distributions
(see Figure 1) indicate that the optimal D should result in a decay on the
probability of assigning a point to a cluster which is not the closest on the
original space, for which mh is an empirical approximation.

Finally to illustrate the differences in the solutions between K-means
and IRP K-means we generate one last synthetic dataset with K = 10 and
1000 dimensions. We visualize the solutions of each method using Principal
Components Analysis (PCA). Each cluster j is sampled from a multivariate
Uniform distribution U(cj−dj, cj+dj) where cj is sampled from a multivariate
Uniform distribution U(−1, 1) and dj is sampled from a multivariate Uniform
distribution U(0, 2). The dataset contains 1000 points randomly sampled
from each cluster with probability 1/K. The MSE of assigning all points to
the correct cluster is 4.23× 102 for this dataset. We perform 10 independent
runs of K-means and IRPl=20 using mh to choose Dh as before. The average
MSE of IRPl=20 is also 4.23 × 102 reaching always the same solution. The
average MSE of K-means is 4.70 × 102. After we obtained the clusters, we
use PCA to represent the data in 2 dimensions and show the cluster centers
closest to the average MSE of each method on Figure 4. It can be seen that
IRP clearly discovered the original clusters while K-means in some cases
has more than a center covering a cluster while on others the centers are in
between the actual clusters.
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Figure 2: MSE (vertical axis) for different values of l (horizontal axis) for the several
datasets. Sample average and standard deviation over 20 runs.
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Figure 3: Iterations (vertical axis) at dimension Dh=l (horizontal axis) for the several
datasets. Sample average and standard deviation over 20 runs.

13



Table 3: MSE and running time for the several datasets using IRP (l = 5, 7, 10, 15, 20).
Sample average and standard deviation over 20 runs.
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Figure 4: Comparison between K-means and IRP K-means using PCA. Each point is
represent by a small circle while each center is represented by a big circle.
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4. Discussion

We introduced IRP K-means (see Section 2.2), a method for clustering
high-dimensional data which builds on random projection and K-means. The
iterative increase of dimensionality is analogous to cooling in simulated an-
nealing K-means [12], whose purpose is to avoid local minimums. However
unlike simulated annealing clustering it can reduce the running time instead
of increasing it orders of magnitude [2].

Experimental results on four high-dimensional datasets showed good re-
sults on an image dataset, a text dataset, and two synthetic datasets. IRP
K-means compared favorably to RP K-means (see Section 3.2), IRP with
(D = 10, 20, 50, 100) achieved a lower MSE than RP (D = 100) on all
datasets (α = 0.001).

Experimental results indicate that a good criterion for choosing D is (see
Section 3.3) according to a gradual decrease in the probability mh of a as-
signing a point to the a cluster which is not the closest in the original space.
Choosing D according to this criterion, IRP (with l = 10, 15, 20) reaches a
lower MSE than K-means on original data for all datasets while being faster
thank K-means (with l = 10, 15) (α = 0.005).

IRP K-means can be used with other clustering algorithms like a K-
means approximation algorithm [8]. Algorithm 2 for D = [D1, D2, ..., Dl] is
equivalent to initializing Algorithm 1 (with D = Dl) with cluster membership
obtained from Algorithm 2 (with D = [D1, D2, ..., Dl−1]). Therefore we can
use the algorithm described in [3] for Dl, and hold its MSE guarantees since
dimensions 1, 2, ..., l − 1 would be used only to initialize it.
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