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Abstract. Video games in general and educational role play games in
particular would increase in believability if Non Player Characters re-
acted appropriately to the player’s actions. Realistic and responsive feed-
back from game characters is important to increase engagement and en-
joyment in players. In this paper, we discuss the modelling of autonomous
characters based on a biologically-inspired theory of human action reg-
ulation taking into account perception, motivation, emotions, memory,
learning and planning. These agents populate an educational Role Play-
ing Game, ORIENT (Overcoming Refugee Integration with Empathic
Novel Technology) dealing with the cultural-awareness problem for chil-
dren aged 13 to 14.

1 Introduction

Non Player Characters (NPCs) vary in importance and may play roles of by-
standers, allies or competitors to the player in the fictional world of computer
games. These NPCs’ behaviour is usually scripted and automatic, triggered by
certain actions of or dialogue with the player. This method is cumbersome and
produces gameplay that is repetitive and thus unnatural. In more advanced Com-
puter Role Playing Games (CRPGs), NPC behaviour can be more complex and
players’ choices may affect the course of the game, as well as the conversation
(eg. Fallout33). However, true dialogues with NPCs are still a problem. In most
CRPGs, the same dialogue option chosen by the player will usually receive the
same reply from the NPC.

It is beneficial for NPCs to be believable and ‘real’ so that the player will
enjoy interacting with them. Characters that are able to express their feelings
and can react emotionally to events are more life-like. NPCs capable of dynami-
cally reacting to player actions in reasonable and realistic ways are therefore very
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desirable. Natural interaction between NPCs and the player is very important
because it transforms the challenge of the game from a technical one to an in-
terpersonal one, and thus may increase both the enjoyment and the engagement
of players. However, up-to-date, real autonomous agents that are capable of im-
provisational actions, appear to be able to ‘think’, and have desires, motivations
and goals of their own, are still rare in games.

2 Educational Role Playing Game

Researchers pointed out that play is a primary socialization and learning mech-
anism common to all human cultures and many animal species. ‘Lions do not
learn to hunt through direct instruction but through modeling and play.’ [1].
Games are effective because learning takes place within a meaningful context
where what must be learned is directly related to the environment in which
learning and demonstration take place.

How can cultural studies be made exciting? Perhaps through an educational
role play game. For instance, one in which the student is a space command
member who must master the patterns of behaviour of an alien culture and
pass as their friend within a digitally simulated world. The students will have
interesting missions to keep them motivated and engaged. This approach shifts
the students’ cognitive effort from reading about educational content to hands-on
experience of achieving compelling goals. Members of a team can cooperate with
each other to solve the team’s conflicts with other agents, whether a player from
another team or an NPC. Such an opponent must be perceivable as endowed
with a personality if the player is to be able to suspend disbelief in the way
engagement with the storyworld requires.

In ORIENT4, our game world is designed in just such a way. It is an inter-
active computer assisted role-playing game where three players act as visitors
to a foreign planet that is inhabited by an alien culture. In order to save the
planet from an imminent catastrophe, the players have to cooperate with the
alien inhabitants, which can only be achieved by integrating themselves into
the culture. Since the game incorporates a social setting, each NPC must be
able to establish social relationships with other NPCs and the players to ensure
successful collaboration. ORIENT characters must be able to recognise cultural
differences and use this information to adapt to other cultures dynamically. The
ability to empathise, that is, to detect the internal states of others and to share
their experience, is vital to the formation of long-term relationships. Since en-
hancement of integration in a cultural group relies both on the understanding
of the internal states of the persons involved and their affective engagement,
both cognitive [2] and affective [3] empathy are relevant. Additionally, previous
experience is crucial in maintaining long-term social relationships, which means
a requirement for an autobiographic memory [4] is inevitable. Through an abil-
ity to retrieve previous experiences from its autobiographic memory, an NPC
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will be able to know how to react sensibly to a similar future situation. Thus,
ORIENT provides a good case study for modelling NPCs with adaptive and
improvisational capabilities, that possess autobiographical memory, individual
personality and show empathy.

3 Related Work

Much recent work has been carried out on developing agents with autonomous
capabilities. Some of this work focuses on physiological aspects while some fo-
cuses instead on cognitive aspects of human action regulation. Examples of ex-
isting physiological architectures are those by Cañamero [5], Velásquez [6] and
Blumberg [7]. Cañamero’s architecture relies on both motivations and emotions
to perform behaviour selection for an autonomous creature. Velásquez developed
a comprehensive architecture of emotion based on Izard’s four systems model [8],
focusing on the neural mechanism underlying emotional processing. Blumberg
developed an animated dog, Silas that has a simple mechanism of action-selection
and learning combining the perspective of ethology and classical animation. A
more recent implementation of the model is AlphaWolf [9], capturing a subset of
the social behaviour of wild wolves. These architectures are useful for developing
agents that have only existential needs but are too low level for characters which
require planning and storytelling capabilities as in ORIENT. Another problem of
these architectures is that the resulting agents do not show emotional responses
to novel situations because all behaviours are hard-coded.

On the cognitive end, the OCC cognitive theory of emotions [10] is one of the
most used emotion appraisal model in current emotion synthesis systems. The
authors view emotions as valenced reactions that result from three types of sub-
jective appraisals: the appraisal of the desirability of events with respect to the
agent’s goals, the appraisal of the praiseworthiness of the actions of the agent or
another agent with respect to a set of standards for behaviour, and the appraisal
of the appealingness of objects with respect to the attitudes of the agent. Numer-
ous implementations of the theory aimed at producing agents with a broad set
of capabilities, including goal-directed and reactive behaviour, emotional state
and social knowledge exist, beginning with the Affective Reasoner architecture
[11], the Em component [12] of the Hap architecture [13], EMA [14], FAtiMA
(FearNot! Affective Mind Architecture) [15] and many more. On the other hand,
most deliberative agent architectures are based on the BDI (Beliefs, Desires, In-
tentions) model [16]. The ways BDI agents take their decisions, and the reason
why they discard some options to focus on others, however, are questions yet
to be answered. These problems are associated with the BDI architecture itself
and not with a particular instantiation. Furthermore, BDI agents do not learn
from errors and experience.

In order to create purely autonomous agents, we argue that a hybrid ar-
chitecture combining both physiological and cognitive aspects is required. Some
examples of this type of architecture are those by Sloman [17], Jones [18], Oliveira
[19] and Dörner [20]. The agent cognitive processes should result from lower-level



physiological processing and the outcome of cognitive processes should influence
the agent’s bodily states, producing complex behaviours that can be termed
emotional. Damasio [21] provides neurological support for the idea that there is
no ‘pure reason’ in the healthy human brain but emotions are vital for healthy
rational human thinking and behaviour which means both cognitive and physi-
ological systems are essential parts of intelligent agents.

4 ORIENT Agent Mind

4.1 Inspiration

The ORIENT agent mind (i.e. the program that controls NPCs’ behaviour)
is built upon FAtiMA [15] architecture applied in FearNot!v2.0. FAtiMA was
an extension of a BDI architecture, hence, faced the problem of ambiguity in its
decision making processes common in any BDI architecture. It has a reactive and
a deliberative appraisal layer. The reactive appraisal process matches events with
a set of predefined emotional reaction rules while the deliberative appraisal layer
generates emotions by looking at the state of current intentions, more concretely
whether an intention was achieved or failed, or the likelihood of success or failure.
After the appraisal phase, both reactive and deliberative components perform
practical reasoning. The reactive layer uses simple and fast action rules that
trigger action tendencies. On the other hand, the deliberative layer uses the
strength of emotional appraisal that relies on importance of success and failure
of goals for intention selection. A goal is activated only if its start conditions are
satisfied. Each goal also contains success and failure conditions.

The main reason for choosing FAtiMA is that it incorporates the OCC theory
[10], has a continous planner [22] that is capable of partial order planning and
includes both problem-focused and emotion-focused coping [23] in plan execu-
tion. The OCC theory models empathy easily because it takes into consideration
appraisals of events regarding the consequences for others. It is - as far as we
know - the only model that provides a formal description of non-parallel af-
fective empathic outcomes (i.e. emotions that take a bad relationship between
one agent and another into account, e.g., gloating and resentment). Moreover,
since the OCC model includes emotions that concern behavioural standards and
social relationships based on like/dislike, praiseworthiness and desirability for
others, it allows appraisal processes that take into consideration cultural and
social aspects, important for ORIENT agents.

However, the number of empathic emotional outcomes described in OCC:
happy-for, resentment, gloating and pity is limited. Moreover, FAtiMA does not
take the physiological aspects of emotion into account. Another problem with
FAtiMA is the tedious authoring process of the character’s goals, emotional
reactions, actions and effects, and action tendencies so that the final behaviour of
the characters is as intended. Having these values scripted reduces the dynamism
of some of the core aspects modeled, resulting in agents that are not adaptive
and do not learn from experience.



To address these constraints, we considered the PSI theory [20], a psychologically-
founded theory that incorporates all the basic components of human action reg-
ulation: perception, motivation, cognition, memory, learning and emotions. It
allows for modelling autonomous agents that adapt their internal representa-
tions to a dynamic environment. A few successes of the PSI model in replicating
human behaviour in complex tasks can be found in [20, 24]. A PSI agent does
not require any executive structure that conducts behaviour, rather, processes
are self-regulatory and run in parallel driven by needs. Memory functions as a
central basis for coordination.

Emotions within the PSI theory are conceptualised as specific modulations
of cognitive and motivational processes enabling a wide range of empathic emo-
tional effects. These modulations are realised by emotional parameters. Arousal
is the preparedness for perception and reaction; resolution level determines the
accuracy of cognitive processes; and selection threshold prevents oscillating be-
tween behaviours by giving the current intention priority. Different combinations
of these parameter values lead to different physiological changes that resemble
emotional experiences in biological agents. For example, if an event leads to a
drop in the character’s certainty, then its arousal level increases causing a de-
crease in the resolution level. In such situation, a quick reaction is required hence
forbidding time-consuming search. The character will concentrate on the task in
order to recover the deviated need(s) and hence may choose to carry out the first
action that it found feasible. The character may be diagnosed as experiencing
anxiety. Therefore, depending on the cognitive resources and the motivational
state of the agent in a given situation, these parameters are adjusted, resulting
in more or less careful or forceful ways of acting, as well as more or less deliberate
cognitive processing.

Since, FAtiMA already includes perception, cognition, memory and emotions,
we added the PSI motivational and learning components into the existing ar-
chitecture. The motivational system serves as a quick adaptation mechanism of
the agent to a specific situation and may lead to a change of belief about an-
other agent as shown in [25], important for conflict resolution among ORIENT
characters. PSI’s other advantage over FAtiMA is that it does not require much
authoring except initialising the agents with some prior knowledge. PSI agents’
differences in behaviour will then correspond to different life-experiences that
lead to different learned associations. Thus, PSI permits more flexibility both in
authoring and the characters’ behaviour than FAtiMA. Unfortunately, this also
means lack of control over the characters’ behaviour which is a problem because
characters in ORIENT need to behave in certain ways so that the educational
goal can be reached. According to [26], good educational games are games where
narrative events situate the activity, constraining actions, provoking thought and
sparking emotional responses. By making the NPCs react in certain ways, the
player’s ability to access information or manipulate the world is limited. This
forces the player to evaluate the relative value of information and to devise ap-
propriate goals and strategies to resolve complex authentic problems and help



them to develop an experiential understanding of what might be otherwise an
abstract principle.

Combining FAtiMA and PSI, the problems of psychological plausibility and
control are addressed, neither of which can be solved by either architecture alone.
Cultural and social aspects of interaction can be modelled using FAtiMA while
PSI provides an adaptive mechanism for action regulation, fulfilling the require-
ments of ORIENT characters. Author are free to decide how much information
they want to provide the characters to start with and leave the rest for the
characters to learn. The degree of desirability (or undesirability) of an action
or event is proportionate to the degree of positive (or negative) changes that
an action or event brings to the agent’s drives. This desirability value can be
used to automatically generate emotions according to the OCC model, removing
some of the need to write predefined domain-specific emotional reaction rules.
This means that the reactive layer in FAtiMA may be omitted.

4.2 FAtiMA-PSI Architecture

Fig. 1. FAtiMA-PSI architecture

In the ORIENT agent mind architecture shown in Figure 1, goals are driven
by needs. A motivational system as in PSI provides the character with a basis for
selective attention, critical for learning and memory processes, hence increases
its adaptive prowess. Five basic drives from PSI are modeled in ORIENT includ-
ing Energy, Integrity, Affiliation, Certainty and Competence. These needs can
emerge over time or can be activated by events happening in the environment.
Energy represents an overall need to preserve the existence of the agent (food +



water). As the agent carries out actions, it consumes energy which means that
eventually, it will have to rest or perform actions to regain energy. Integrity rep-
resents well being, i.e. the agent avoids pain or physical damage while affiliation
is useful for social relationships. On the other hand, certainty and competence
influence cognitive processes. It is assumed that the scales for all drives are
comparable, ranging from 0 to 10 where 0 means complete deprivation while 10
means complete satisfaction. An agent’s aim is to maintain these drives at the
highest level possible at all time in order to function properly.

The motivational system also allows the creation of agents with personality.
Each drive has a specific weight ranging from 0 to 1 that underlines its impor-
tance to an agent. The strength of a drive (Strength(d)) depends on its current
strength plus the amount of deviation from the set point (effect of goal/action)
and the specific weight of the drive. For example, if agent A is a friendly charac-
ter, affiliation would be an important factor in its social relations, say weight 0.8
while a hostile agent B would have a low importance for affiliation, say weight
0.3. Now, if both agents have a current affiliation value of 2 and if the deviation
from set point is -4, agent A’s strength for affiliation would be -1.2 (2+(-4*0.8))
while agent B’s strength for affiliation would be 0.8 (2+(-4*0.3)) based on Equa-
tion 1. The higher the strength of a drive, the lower the agent’s need is for that
particular drive. In this case, agent A will work harder to satisfy its need for
affiliation than agent B. So, by assigning different weights for different needs to
different agents, characters with different personalities can be produced.

Strength(d) = Strength(d) + (Deviation(d) ∗Weight(d)) (1)

A goal is define by the following attributes:

– Id: the goal identifier or name
– Preconditions: a list of conditions that determine when the goal becomes

active
– SuccessConditions: a list of conditions used to determine if the goal is suc-

cessful
– FailureConditions: a list of conditions that determine the goal failure
– EffectsOnDrives: specifies the effects that the goal will have on the agent’s

drives if the goal succeeds

Each goal contains information about its expected contribution to energy,
integrity and affiliation, that is, how much the drives may be deviated from or
satisfied if the goal is performed. Likewise, events or actions also include con-
tributions to drives. Based on this information, the importance of goals to each
character at a particular time instance can be determined, allowing the charac-
ter to give priority to goals that satisfy its needs under different circumstances.
This is an advantage over the previous FAtiMA architecture where a goal’s im-
portance is pre-authored which mean that whenever a goal activation condition
becomes true, the goal is always created with the same importance of success
and failure, independently of the situation that originated the goal. This causes



a problem in deciding which goal should be selected when there are several con-
flicting goals. The effects of needs are also useful in the appraisal phase to create
emotional impact that will be stored in the autobiographic memory and guide
the agent’s further actions. Since each agent has a different personality, the ef-
fect of an event may differ from one agent to another, which in turn affects their
emotional and behavioural responses. Thus, needs can be considered both the
source of behaviour and feedback from the effect of behaviour, a fundamental
aspect necessary for learning agents.

As for certainty and competence, no explicit specification of contributions
to these is necessary because they are cognitive needs and their values can be
calculated automatically as described below. Whenever an expected event fails
to turn up or an unknown object appears, the agent’s certainty drops. Thus,
uncertainty represents the extent to which knowledge about a given fact/action is
not accurate or not known. We model uncertainty using error prediction with an
Exponential Moving Average where the weighting factors decreases exponentially
resulting in the lastest data being the most important. ORIENT characters
continuously make predictions about the probability of success of their goals.
These predictions are then compared with the actual outcomes. The difference
between these two values is the ObservedError. Based on past observed errors,
we can estimate the current error, that is, the current uncertainty using Equation
2. α represents the rate past observations lose importance and t is the time step
for the character’s mind cycle.

Uncertainty(t) = α ∗ObservedError(t− 1) + (1−α) ∗Uncertainty(t− 1) (2)

Hence, gaining certainty is not about avoiding uncertain goals but trying out
these goals. This is because in order to achieve certainty, the character has to
reduce the estimation error, and the goals which have high error estimations
are goals that contribute more to certainty. Certainty is achieved by exploration
of new strategies or actions, which leads to the construction of more complete
hypotheses. If trial and error is too dangerous, developments in the environment
are observed in order to collect more information. By doing so, the character
can change its behaviour dynamically. Please note that the character does not
learn by forming new goals because this will lead to a lack of control over its
behaviour. Instead, it learns by trying out different actions from a pre-specified
set of actions and remembering which actions helped it to tackle a situation
best. This information is stored in its autobiographic memory and serves as an
indicator to the success probability of satisfying a specific need in future. Since
certainty depends on the amount of unkown information relating to a goal, the
more an agent encounters the same type of situation, the higher its certainty is
regarding the situation.

Competence represents the efficiency of an agent in reaching its goals and ful-
filling its demands. Success increases competence while failure decreases it. The
agent’s autobiographic memory provides a history of previous interactions, which
records the agent’s experience in a task (the number of successes in performing



a goal) useful for the calculation of goal competence (likelihood of success in
performing a goal, Equation 3). Since no distinction is made in calculating com-
petence between achieving an important goal or a less important one, one can
assume that all goals have the same contribution to the success rate. If the agent
cannot remember previous activations of the goal, then it ignores the likelihood
of success and increases the goal’s contribution to certainty.

Comp(g) = NoOfSuccesses(g)/NoOfTries(g) (3)
OverallComp = NoOfSuccesses/NoOfGoalsPerformed (4)

The autobiographic memory also stores information about the agent’s overall
performance (the number of successes so far taking into consideration all goals
performed) useful for the calculation of overall competence (Equation 4). The
expected competence (Equation 5) of the agent will then be a sum of its overall
competence and its competence in performing a current goal. A low competence
level indicates that the agent should avoid taking risks and choose options that
have worked well in the past. A high competence means that the agent can
actively seek difficulties by experimenting with new courses of action that are less
likely to succeed. Together, competence and certainty direct the agent towards
explorative behavior; depending on its abilities and the difficulty of mastering
the environment, it will actively seek novelty or avoid complexity. During this
learning process, the agent also remembers any specific expressed emotions by
other agents in particular situations. It continuously updates and adapts this
information enabling empathic engagement in future interactions.

ExpComp(g) = OverallComp + Comp(g) (5)

At the start of an interaction, each agent has a set of initial values for needs.
Based on the level of its current needs, the agent generates intentions, that is, it
activates goal(s) that are relevant to the perceived circumstances. A need may
have several goals that satisfy it (e.g. I can gain affiliation by making a new
friend or socialising with an old friend) and a goal can also affect more than
one need (e.g. eating food offered by another agent satisfies the need for energy
as well as affiliation). So, when determining a goal’s strength (Equation 6), all
drives that it satisfies are taken into account. A goal that satisfies more drives
will have a higher strength than those that satisfy less.

Strength(g) =
∑

Strength(d) (6)

For a particular need, the more a goal reduces its deviation, the more im-
portant that goal is (e.g. eating a full carbohydrate meal when you’re starving
satisfies you better than eating a vegetarian salad). By looking at the contri-
bution of the goal to overall needs and to a particular need, goals that satisfy
the same need can be compared so that success rate in tackling the current
circumstances can be maximised. So, the utility value of a goal can be deter-
mined taking into consideration overall goal strength on needs (Strength(g)),



contribution of the goal to a particular need (ExpCont(g, d)) and the expected
competence (ExpComp(g)) of the agent. Additionally, the urgency of a goal is
taken into account. Urgency(g) gives importance to goals that should become
active immediately, usually goals that satisfy the most current deviated need(s).

EU(g) = (1+goalUrgency(g))∗ExpComp(g)∗Strength(g)∗ExpCont(g, d) (7)

On each cycle, goals are checked to see if any has become active by testing
the goal’s preconditions. Once a goal becomes active, a new intention to achieve
the goal is created and added to the intention structure. The intention represents
the agent’s commitment to achieve the goal and stores all plans created for it.
Since there can be more than one intention activated at any particular time
instance, the character must choose one of them to continue deliberation (and
planning). Applying PSI, the selection of goal in ORIENT is performed based
on the selection threshold value. The current active intention is selected based
on a winner takes all approach, that is, the goal with the highest expected utility
value is chosen. An unselected goal can be activated if its strength exceeds the
value of the current active intention multiply by the selection threshold. So, if
the selection threshold is high, it is less likely for another goal to be activated,
hence, allowing the agent to concentrate on its current active intention. After an
intention is selected, the agent proceeds to generate plan(s) to achieve it.

When a plan is brought into consideration by the reasoning process, it gen-
erates and updates OCC prospect based emotions such as:

– Hope: Hope to achieve the intention. The emotion intensity is determined
from the goal’s importance of success and the plan’s probability of success.

– Fear: Fear of not being able to achieve the intention. The emotion intensity is
determined from the goal’s importance of failure and the plan’s probability
of failing.

All active goals are then checked to determine if the goal succeeds or fails.
If the planner is unable to make a plan, more prospect based emotions will be
generated, such as Satisfaction, Disappointment, Relief and Fears-Confirmed.
In order to cope with different circumstances, ORIENT characters perform two
types of coping: problem-focused coping and emotion-focused coping as in FA-
tiMA. Problem-focused coping focuses on acting on the environment to tackle
a situation. It involves planning a set of actions that achieve a desired result
and executing those actions. On the other hand, emotion-focused coping works
by changing the agent’s interpretation of circumstances, that is, lowering strong
negative emotions for example, by lowering the importance of goals, a coping
strategy used often by people when problem focused coping has low chances of
success. These coping strategies are triggered by emotions and personality of
the characters. For instance, a fearful character has a higher chance to drop an
uncertain goal than a hopeful character.



5 Conclusion and Future Work

In this paper, we discussed our effort in developing autonomous NPCs for an
educational role play game. In ORIENT, characters behaviour is regulated by
a biologically-inpired architecture of human action regulation. The new addi-
tion of the motivational system onto FAtiMA provides ORIENT characters with
a basis for selective attention, critical for learning and memory processes. In-
tentions are selected based on strength of activated needs, urgency and success
probability addressing the BDI architecture ambiguity in decision making. The
resulting agents learn through trial and error, allowing more efficient adapta-
tion and empathic engagement in different social circumstances. The successful
linking of body and mind is consistent with that of humans’ and hence, should
produce characters with behaviours that seem plausible to a human. The soft-
ware which is written in Java has been made available at the open source portal
SourceForge5 and is reusable in autonomous agents applications.
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