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Porto Salvo, Portugal
Robotics Institute, Carnegie Mellon University
Pittsburgh, PA, USA

Marta Couto

Hospital Garcia de Orta, EPE.
Almada, Portugal

Francisco S. Melo, Ana Paiva

Intelligent Agents and Synthetic Characters Group
INESC-ID, Lisbon
Portugal

Manuela Veloso

School of Computer Science, Carnegie Mellon Universitya

Pittsburgh, PA, USA

For high-variability populations, such as individuals with Autism

Spectrum Disorders (ASD), the importance of personalization

and adaptation mechanisms in Human-Robot Interaction becomes

crucial. This technical report presents an algorithmic method

for personalization of robotic behavior in structured social inter-

actions with ASD children, based on state-of-the-art diagnostic

models. In a first step, we leverage the structure of the diagnostic

procedure to build robotic behaviors on a NAO humanoid robot,

aimed at eliciting target behaviors from the child. Through appro-

priate sequencing of possible actions, the robot is able to assess a

child’s behavioral profile and use it to personalize the interaction.

To test our method, we developed a semi-autonomous robotic sce-

nario where a humanoid robot interacts with a child with ASD

through interactive storytelling, focusing on social prompts re-

lated to deficits in attention, one of the core impairments of ASD.

We present the design and methodology of an evaluation study

run with 11 young ASD children in a child development center in

Portugal.
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1 Introduction

Children with Autism Spectrum Disorders (ASD) are a prime example of a high
variability population, both across and within individuals. This is specially true
concerning their behavioral profiles, where we see immense variability along a set
of di↵erent scales [1]. In recent years, there has been a strong interest in using
robotic technologies to assist such individuals in a variety of therapeutic tasks [11]
[4] [10]. Robots possess many desirable features that make them attractive both
for individuals a↵ected by ASD, who seem to show general a�nity with technology,
as well as for people studying autism. They allow for more e↵ective and objective
data gathering, and o↵er more repeatability, control, and potentially flexibility [3].
If repeatability and control have been the main focus of existing socially assistive
robots, flexibility, i.e. the ability to accommodate for inter- and intra- individual
di↵erences, remains a challenging but necessary subject to tackle.

This paper presents a method for personalization of structured robotic behaviors
in the context of a social interaction. The same way diagnosis data can inform the
personalization strategies of therapists in their interactions with patients, we believe
that a robot could build a useful behavioral profile of the patient through interactions
similar to those used in diagnosis, allowing it to personalize and adapt to the abilities
and needs of a diverse range of patients. Personalization and adaptation are widely
used strategies amongst autism therapists, but the challenges of achieving basic such
mechanisms in robot-assisted therapeutic tasks are numerous. They include:

(1) Profiling Building useful profiles of children interacting with robots consists
in assessing features related to their interaction with the robot. Profiling is a chal-
lenging task because: (a) Child response to robots may significantly di↵er from
response to humans, which means there might not be a systematic way to predict
response with a robot given data on response to a human therapist. (b) The cost of
exploration may be high. Individuals with ASD are often extremely sensitive, and a
single ‘wrong step’ in the robot’s behavior may result in dramatic consequences. (c)
The amount of data that a robot can collect with a specific child is limited, which
poses the challenges of estimating child features that are useful for the interaction
from scarce data.
In our work, we base our feature assessment method on standard diagnostic proce-
dures widely used by human therapists.

(2) Personalization Adapting robot behavior according to each profile is a sepa-
rate research question, which requires domain knowledge. What strategy works best
for each profile? How can its e�cacy be measured?
In this work, our personalization strategy aligns with typical strategies followed by
human therapists that have been shown to promote learning in the long-term.

(3) Integration in naturalistic context Since most ASD therapy tasks rely on
aspects of social interaction, it is necessary that they be integrated in an engaging
scenario with a specific meaning and progression. Maintaining stable engagement
levels with such a population is particularly challenging and also particularly helpful
as it reduces uncertainty in the robot’s ability to predict children’s response.
For evaluation purposes, we integrate tasks that allow for personalization of robot
behavior within a larger interactive storytelling scenario.
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Personalization plays a crucial role in the context of autism therapy, which fo-
cuses in large part on training children to better understand and respond to a range
social cues. The most e↵ective approach on the long run is to tailor the ‘just right
challenge’ to each individual [12]. E↵ectively, this strategy translates into finding
the right balance between making social cues ‘easy enough’ to limit task duration
and maintain engagement, but ‘hard enough’ to promote improvement over time by
challenging current child abilities.

Along those lines, our approach starts by leveraging the structure of diagnostic
interactions to model the interaction between a child with ASD and another agent
(therapist or robot) in two structured tasks. Inspired by procedures from the Autism
Diagnosis Observation Schedule (ADOS-2) [6], a state-of-the-art diagnostic tool, we
develop a set of prompting behaviors on a NAO humanoid robot, aiming at eliciting
a target response from the child in two attention-related tasks involving screens. The
robot behaviors, which we call ‘presses’ in accordance with the ADOS-2 terminology,
fall under a hierarchy organized along a scale of levels of explicitness, adapted to
a range of possible child behavioral profiles. Based on these robotic presses, we
develop a control architecture that allows the robot to prompt the child in di↵erent
sequences of presses according to its mode of operation - Assess, Explore or Exploit
- in the context of a social interaction scenario.

To test the validity of our approach, we devise an interactive storytelling scenario
involving a NAO humanoid robot and two controllable screens showing cartoon
excerpts. In our scenario, the robot is able to estimate the behavioral profile of the
child with sparse measurements, utilize it to personalize and promote learning, as
well as allowing for potential exploration of alternative policies, in a manner that is
embedded within the scenario. We present the details of an evaluation study we ran
with 11 children with ASD in a child development center in Portugal.

2 A diagnosis-inspired robotic prompting scheme

In this section, we describe our robotic prompting scheme developed for a NAO
humanoid robot, and inspired by the ‘algorithmic’ nature of two ADOS-2 activities,
related to joint attention and reponse to name. After describing the interaction
setup considered, we explain how we developed robotic presses inspired by ADOS-2.
We then discuss our flexible robot control architecture, that allows for three di↵erent
modes of operation: Assess, Explore, Exploit.

2.1 Interaction setup

The physical setup we consider, shown in Fig. 1, was inspired by the work of Warren
et al. [13], who demonstrated its suitability for young ASD children. We found
this scenario to be attractive to explore the idea of personalization of attention-
related interactions, because it allows for both control and flexibility, as compared
to scenarios involving physical objects, portable digital devices (e.g., tablets) [2], or
scenarios where the child moves around the space [7]. The setup consists of a NAO
robot standing on a table, at which the child is seated, and two 49.4 cm LCD screens
positioned at around a 90 degree angle on both sides of the child’s chair.
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Figure 1: The interaction setup considered in this work. Figure only for illustrative
purposes; relative positions and sizes of the components is not exact.

The robot can engage in two tasks, whose goals are the following:

• Joint Attention (JATT) task: Direct the child’s gaze from the robot to a
target screen where a video will play.

• Name Calling (NAME) task: Direct the child’s gaze from the video on the
screen back to the robot.

A ‘perception Wizard’, whose main role is to provide the robot with information
about the gaze response of the child through a computer interface, hides behind
a single-sided mirror at an angle that maximizes the view to the scene. During
each of the two tasks, he/she triggers a ‘hit’ event whenever the child performs the
target behavior for that task. While eye-tracking or head-tracking technology were
available for us to use, we decided to rely on human perception, as such technologies
are either too invasive (a problem for ASD children with sensory overload) or too
inaccurate, especially for children with attention impairments who tend to move
considerably. For the JATT task, a hit triggers a short video snippet. For the
NAME task, a hit stops the video playing on the screen where the child is looking.

Screens are individually controllable, through a single processing unit. The ‘Wiz-
ard’ ’s computer runs the main software to control both the robot and the screens.
A wired network connection through a switch between all computing units is used to
minimize delays, which are crucial for real-time applications that require low latency
like ours. We used the Thalamus framework [8] to facilitate communication between
the distributed modules.

For safety, the robot’s feet were stuck to the table using tape to avoid robot falls,
as we have noticed that some children are particularly keen on touching and poking
the robot.
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2.2 Developing a hierarchy of robotic presses inspired by ADOS-2

As part of the ADOS-2 diagnostic tool, there exist two systematic ‘algorithms’ for
evaluating response to joint attention and response to name, through a hierarchy
of presses with increasing level of explicitness. Each press corresponds to a more
or less explicit action taken by the therapist with the same aim of elicit a target
behavior on the child’s part. The ADOS-2 presses and the target child behaviors
are summarized in columns 2-4 of Table 1.

Inspired by the structure of the ADOS-2, we developed a similar hierarchy of
presses for a NAO humanoid robot, aiming to elicit a target behavior from the child.
Column 5 of Table 1 summarizes our developed robotic presses. Note that the aim
was not to replicate with high fidelity the content of the ADOS-2 presses, but rather
to come up with a similar hierarchy that is adapted to our scenario, and accounts
for a range of responses across the hierarchy. Also, to ensure an increasing level of
explicitness for the presses, we structured them such that press i+ 1 is a replica of
press i with an added element that either adds intensity to the stimulus (e.g., sound
on top of video) or facilitates the understanding of the press (e.g., pointing added to
gaze). We used the SERA software architecture [9] to control the robot’s behaviors.
The speech is automatically generated by the NAO built-in Text-to-Speech (TTS)
engine.

We finetuned our presses based on pilot trials with 4 typically developing (TD),
2 ASD, and 1 minimally ASD children. Specifically, for task JATT, special care
had to be taken with the behavior of the screens, as it seemed from our pilots that
the sharp transition from a black screen to an image or video was a very salient
stimulus that transiently overpowered the robot’s role. For this reason, we decided
to pre-load a static picture on both screens, corresponding to the first frame of the
video to be shown, and to keep the brightness of the screens on a low setting.

2.3 Child behavioral profile

In ADOS-2, the therapist goes through the presses sequentially from least to most
explicit until the target response is elicited, and records the level of the first successful
press. This number can be seen as a measure of abnormality of response to the task.
In this work, since we consider two tasks, the child behavioral profile is represented
as a pair of features (fJATT, fNAME), where f is the lowest press level at which a hit
is observed. If none of the 4 press levels cause a hit to occur, we assign to f a value
of 5. In a typical ADOS-2 session, fJATT and fNAME are measured only once. In a
robotic scenario however, we expect much greater variability in the response due to
the novelty e↵ect associated with the robot, as well as the scenario as a whole. For
this reason, estimating values of f accurately may require several samples. Given
N measurements f1, f2 . . . , fN , we estimate f as:

f̂ =

8
>><

>>:

rnd(
NP
1

fi
N

) if
NP
1

fi
N

mod 2 6= 0.5

rnd(
NP
2

fi
N � 1

) if
NP
1

fi
N

mod 2 = 0.5,
(1)
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where rnd() is the rounding to the nearest integer operation. In other words, in case
of an estimate lying exactly in the middle of two levels, we omit the first sample,
given that it is more prone to novelty factors and is hence, in comparison to more
recent samples, less reflective of subsequent performance of the child on the task.
Equation 1 applies for estimating both fJATT and fNAME .

Examples (N = 4):
f1 = 3, f2 = 3, f3 = 4, f4 = 2 ! f̂ = rnd(3+3+4+2

4 ) = 3

f1 = 3, f2 = 3, f3 = 2, f4 = 2 ! f̂ = rnd(3+2+2
3 ) = 2

2.4 Prompting logic

The ADOS-2 ‘algorithm’ requires the therapist to go over the presses by increasing
level of explicitness until a hit is observed. Outside the context of assessment how-
ever, one may want to consider other sequences of presses than the least-to-most
explicit ones. In particular, if a behavioral profile of the child (fJATT, fNAME) is
available, it is natural to start with press pfJATT , since we know that lower level
presses have a low probability of hit.

We call a prompting sequence a sequence of presses to be performed by the robot
in a sequential way until hit occurs or the sequence is exhausted. In this work,
we restrict the prompting sequence length to 4, for consistency with the maximum
number of steps in the ADOS-2 algorithms. Our robot control architecture is general
enough to allow for arbitrary prompting sequences to be followed.

Before starting the execution of the task, the robot first generates a prompt-
ing sequence, i.e., a plan of sequential actions to be taken, through a prompting
sequence generation module, which receives some parameters from a high-level de-
cision maker. A prompting sequence execution module executes the presses on the
robot sequentially, until either a hit is triggered by the ‘Wizard’ or the sequence is
exhausted. The trigger of the next press in the sequence is a timeout in case no hit
occurs. Based on our pilots, we set the duration of the timeout to 3.5 seconds. Fig.
2 shows the relation between the di↵erent modules of the robot control architecture.

2.5 Prompting modes

As can be seen in the upper left part of Fig. 2, our architecture allows for three
prompting modes: Assess, Exploit, and Explore, which e↵ectively translate into
di↵erent prompting sequence generator outputs.

• Assess mode: The robot follows the ADOS-2 hierarchical ‘algorithm’, typi-
cally used by psychologists for assessment. The prompting sequences for this
mode are all of the form: p1, p2, p3, p4. This mode enables the robot to build a
behavior profile of the child by recording the least explicit press level at which
the child responds for the two tasks.

• Exploit mode: The robot personalizes the interaction strategy according to a
given child profile (fJATT, fNAME). In this mode, for a given task, the first two
presses in the prompting sequence are repetitions of press pf . The last two
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Figure 2: Robot prompting control architecture

presses are repetitions of press pf+1. In the edge cases where f = 4 or f = 5,
this mode generates 4 repetitions of p4. Such sequences, utilizing knowledge
encoded in the child profile, are personalized while also being adaptive, as the
robot increases the explicitness of the press if no hit is observed within two
repetitions of the personalized press.

Examples:
f = 2 ! Prompting sequence: p2, p2, p3, p3
f = 3 ! Prompting sequence: p3, p3, p4, p4
f = 4 ! Prompting sequence: p4, p4, p4, p4.

It is important to mention that the goal of this mode is not to minimize the
number of presses needed to observe a hit, otherwise the robot could always
select the most explicit press p4. Instead, in alignment with therapeutic goals
[5], this mode chooses the least explicit press that has been shown to work
on a particular child, in order to promote learning (in the long term) without
compromising too much on task performance (expected number of repetitions
needed for a hit to occur).

• Explore mode: In this mode, the robot samples the presses of the prompting
sequence in a uniformly and independently random fashion.

Note that in any of the modes presented above, the prompting sequence rep-
resents a plan, whose execution may be aborted if a hit occurs, i.e. if the child
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performs the target behavior. Note that our robot control architecture allows for
more modes than the ones above, however those were the three modes that fit our
scenario and goal in this work.

In our HRI scenario, in a first phase, we set the robot to the Assess mode, and let
it collect samples to estimate the child’s behavioral profile. In a second phase, the
robot alternates between the Explore and Exploit mode. To reduce the complexity
of the data collected, the Explore mode does not a↵ect the estimated child profile
used by the Exploit mode.

3 Child-Robot Interaction Scenario

In order to test our robotic prompting scheme in the context of an extended social in-
teraction, we implemented an interactive storytelling scenario, where short excerpts
of an animated cartoon on the screens regularly support and illustrate the robot’s
speech delivery. The JATT task is repeatedly used throughout the interaction to
direct the child’s attention to one of the two screens where the cartoon excerpt is
to be shown. Following this task, the robot uses the NAME task to call the child’s
attention back to it and resume the storytelling.

3.1 Story design

The story we chose is based on an episode of a Japanese cartoon, Ox Tales, dubbed
in European Portuguese. Popular in the previous generation, this amusing cartoon is
much lesser known by the younger generation, which reduces the chances of current
children having strong (positive or negative) feelings about it. The episode was
selected based on the simplicity of the plot and the presence of simple actions for
the child to imitate, which the robot uses to engage the child throughout the story.
We transcribed, simplified and rewrote the video episode in a storytelling style with
simple language to ensure that children with di↵erent linguistic levels would be able
to follow the story. We then edited and adapted the length and organization of the
story based on our pilot trials, aiming at optimizing for child engagement, clarity of
robot speech, and plot simplicity.

In parallel to the verbal content of the story, we extracted and edited 12 snippets
of 12 seconds each from the cartoon that showed interesting actions throughout the
story, including 4 whose aim is to introduce a specific character.

3.2 Robot behavior during storytelling

The robot used NAO’s built-in European Portuguese TTS engine for both the story-
telling part and the interactive tasks. Even though pre-recorded voice can be much
more engaging and natural-feeling for storytelling, the choice of TTS aligned with
our long-term goal of a personalized and adaptive solution that includes modulating
speech content, and as a result we opted for the greatest level of reliable autonomy
possible on the robot side.

To increase the expressivity of the robot during storytelling, we animated it with
a ‘breathing behavior’ consisting of swinging its weight back and forth between each
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leg at a rate of 30 times per min. We also added expressive hand gestures, randomly
alternating between left and right, inspired by simple gestures typically used by
storytellers.

3.3 Interaction timeline

The interactive storytelling scenario alternates between storytelling and interactive
prompting as described in the previous sections. Our scenario consists of two con-
secutive phases: an assessment phase in which the robot presents the characters of
the story and a main interaction phase consisting of the actual storytelling. In both
phases, the robot uses the cartoon snippets in the prompting tasks. We tried to
balance the number of words as much as possible between the di↵erent story parts
defined by the occurrence of the tasks. Any hit or timeout in the JATT task triggers
the 12-second video snippet of the corresponding part of the story. Any hit in the
NAME task turns both screens to black for a short period of time, then updates
both screens with a new static image corresponding to the next part of the story.
To increase the children’s engagement, throughout the story, we relied on questions
such has “What do you think will happen?”, as well as moments where the robot
prompted the child to imitate a a total of 4 movements related to the plot. Between
the two phases and at the end of the story, the cartoon theme is played on both
screens. Fig. 3 shows the timeline of the interaction.

In the assessment phase, the robot is in Assess mode, and performs each task a
total of 4 times. It uses the recorded levels of response to estimate the behavioral
profile of the child. In the main interaction phase, the robot alternates between the
Exploit and Explore modes, performing each task a total of 8 times. The choice of
alternating between the two modes served our experimental purposes, to gather data
in all three operational modes of the prompting algorithms introduced. Finally, we
remind the reader that the Exploit mode only relies on the result from the assess-
ment phase, and unlike some existing machine learning algorithms which interleave
Exploration and Exploitation in their policies, is not influenced by the results of the
Explore mode.

4 Evaluation study

We evaluated our approach with young children with ASD, using the scenario de-
scribed in the previous section. This section provides details about this evaluation
study.

4.1 Participants

We recruited 11 children with ASD from the Child Development Center at the
Hospital Garcia de Orta in Alamda, Portugal, to participate in the study. The
criteria for selection were: between 2 and 6 years old, and ASD diagnosis between
mild and severe. In addition to these criteria, we consulted with the therapist
working with those children asking whether they thought the child would respond
well to this type of scenario (sitting on a chair for a relatively long period of time),
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Figure 3: Chronological timeline showing the high-level algorithm followed by the
robot throughout the scenario. In the main interaction phase, the robot performs
both tasks a total of 8 times.

or if there were any factor that may not make them suitable for our scenario (e.g.,
fear of robots). The ages of our sample ranged between 2 years 9 months and 7
years 1 month (M = 4.64, SD = 1.36). Seven were male (63.6%) and four female
(36.4%). Three children had low severity scores, 6 moderate and 2 severe. Three
of the participants (27.3%) had interacted with a robot before (but not NAO) in
the context of a separate study. All participants successfully completed the session,
except for one who only completed the first phase.

4.2 Experimental procedure

After obtaining informed consent from the child’s parent, the experimenter brought
the child into the experiment room, along with their parent(s)/caregiver(s). Before
initiating the session, the child was given time to explore the robot, encouraged to
touch it and talk to it. During this initial time, the robot was controlled progressively
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Figure 4: Snapshots from the experimental sessions showing JATT hits for the right
(a) and left (b) screen (not visible), a NAME hit for p4 (c), and a child imitating
the robot’s movement as instructed during storytelling for increased engagement.

by the ‘Wizard’ using a library of possible actions to attract the child in case of lack
of interest, or to calm the child in case of fear or distress. After the child is seated
and ready to interact with the robot, the semi-autonomous control of the robot is
initiated. The robot starts by introducing itself and asks for the child’s name until
the child responds (or the parent, in case of failure). From there on, the experiment
timeline outlined in Fig. 3 starts. The total session time ranged between 15 and 20
minutes approximately. Fig. 4 shows some snapshots from di↵erent sessions.

The parents were instructed to minimally intervene, especially during the robot
prompting tasks, so as not to bias our results. During the robot’s prompting tasks,
the experimenter followed strict guidelines when intervention was needed. She only
intervened to make sure the child was looking at the robot before the robot initiated
the JATT task, and at the screen (or at least away from the robot) for the NAME
task, both of which are important pre-conditions for the tasks we are studying.

The role of the ‘Wizard’ was played by a second experimenter during all the
sessions. To ensure that there was no bias in the data he provided, we asked an
autism therapist, who was agnostic to the aims of the study, to separately record
her coding of children’s responses for later comparison. Since she was not familiar
enough with the ‘Wizard’ interface, we decided that it was best for her not to operate
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the interface directly, as a low latency was crucial when triggering hits.
In the assessment phase, the choice of screen (left/right) in the JATT tasks

alternated between consecutive tasks, and the choice of first screen was counterbal-
anced across participants. In the main interaction phase, the choice of screen was
randomly selected while ensuring equal left/right proportions for each participant
and not allowing more than two consecutive instances on the same screen, in order
to minimize any learning e↵ect. The choice of the firstly selected prompting mode
(Exploit/Explore) was also counterbalanced.

The data collected consists of the robot logs, recording the presses selected by
the robot and whether they resulted in a hit or a miss, as well as videos of the
interactions. We plan to analyze this data to evaluate the e↵ectiveness of our pres-
onalization approach, as well as to inform further personalization mechanisms.

5 Conclusion

This technical report outlined the details of a robotic prompting system aimed at
therapeutic tasks with children with ASD, and inspired by the ADOS-2 diagnosis
tool. We ran an evaluation study with 11 children at a child development center in
Portugal. The data collected in the study will be used to evaluate the e↵ectiveness
of the personalization approach, as well as to build models of children response in
the tasks 6we consider, in order to create better personalization strategies based on
model-based optimization techniques.
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[4] David Feil-Seifer and Maja J Matarić. Socially assistive robotics. IEEE Robotics
& Automation Magazine, 18(1):24–31, 2011.

[5] Jillian Greczek, Edward Kaszubski, Amin Atrash, and Maja Matarić. Graded
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Anabela Farias, Hugo Gambôa, Cátia Jesus, Mithun Kinarullathil, Pedro Lima,
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[9] Tiago Ribeiro, André Pereira, Eugenio Di Tullio, and Ana Paiva. The sera
ecosystem: Socially expressive robotics architecture for autonomous human-
robot interaction. In AAAI Spring Symposium Series, 2016.

[10] Ben Robins, Kerstin Dautenhahn, R Te Boekhorst, and Aude Billard. Robotic
assistants in therapy and education of children with autism: can a small hu-
manoid robot help encourage social interaction skills? Universal Access in the
Information Society, 4(2):105–120, 2005.

[11] Brian Scassellati, Henny Admoni, and Maja Matarić. Robots for use in autism
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