Learner Modelling and Automatic Engagement Recognition with Robotic Tutors
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Abstract— In this paper we discuss the initial steps of the design of a computational model capable of automatically detecting user engagement with an artificial robotic tutor. Generally, our model will be used with a robotic tutor to support and enhance the experience of the learner by regulating pedagogical and empathetic interventions in a timely manner. We describe the requirements of the learner model in order to understand the state of the learner and facilitate the learning progress. Additionally, we propose the initial steps of the design of a suitable scenario for the learning task activity to allow the model to be tested on actual class material from UK curriculum based on teachers’ feedback. Finally, we discuss an initial plan to build the model with real user data from a pilot study based on Wizard-of-Oz (WoZ) conducted in a real classroom environment.
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1. INTRODUCTION

One of the most critical challenges in education has always been the attempt of establishing and maintaining a student’s engagement throughout the learning process in an attempt to accommodate efficient and continuous level of learning. This work is part of a larger project that aims to identify the role of empathic and pedagogical strategies and how these affect the quality of engagement in a learning process supported by a robotic tutor in a shared physical space with the learner. As a result, it will endeavour to measure whether a robotic tutor that perceives affective states and emits socio-emotional cues, can sustain engagement as in real school environments during the learning process with a student.

Nowadays, robots come with multiple sensors for measuring human affective states such as, distance sensors, camera, microphone arrays and touch sensors. Affective information in human interactions is transmitted through cues such as face and body expressions, voice tonality and spoken words. The significance of non-verbal behaviours in human interactions is supported by findings from Ekman [1], where it is suggested that these cues are the primary indicator for expressing emotion. Additionally, external sensors can also be utilised in order to increase the perceptive capabilities of a robot such as a Microsoft Kinect sensor or devices that measure electro-dermal activity (EDA). An artificial tutor which is capable of analysing this information could provide the learner with personalised feedback based on their overall affective state. Research has shown that students’ learning capabilities are highly dependent on their affective state. Therefore, focusing on strategies that promote tutor-student engagement is of paramount importance [2]. Although a virtual tutor has shown positive learning results in student engagement [3], additional research has shown that physical embodiments are more preferable to users as they offer higher enjoyment rates [4], better performance [5] and enhanced social presence [6]. Additionally, recent research suggests that when compared to traditional learning formats, such as books and web based instruction, an educational robot can increase concentration, learning interest and academic achievement [7]. Previous studies in classrooms indicated that properly designed robot companions can successfully contribute to experimental learning, making their future very promising [8]. Furthermore, similar research has shown that students can become engaged with their learning activities if they are challenging, enjoyable and in a “zone of proximal development” [9] but without being too difficult or frustrating. Therefore, it is of paramount importance to create and maintain users ‘engagement with the task and the artificial tutor for the whole duration of the learning activity by incorporating and analysing the learner’s emotions into a computational system which will allow it to automatically generate the appropriate response to the user based on his current emotional states. Recognising a user’s affective state is a primary concern in human-robot interaction (HRI) as it can be used to create an affective loop with the user capable of creating and maintaining the social relationship with the help of an appropriate and acceptable automated response from the robot or the agent [10].

This paper will describe a high-level scenario in order to ground the focus for the short- and long-term studies and list our methodology steps required for developing appropriate automatic engagement algorithms and learner model with adaptive difficulty levels. More specifically, it will discuss the requirements of the learner model, which is an essential step in the process of translating from a theoretical design into a computational model capable of perceiving and reacting to the affective state of the learner. Lastly, it will analyse our
proposed methodology for testing and evaluating our system in order to further develop and enhance a computational model for affect recognition in real-class scenarios.

II. RELATED RESEARCH

Engagement and learning are very closely related to each other in real classrooms scenarios where a tutor needs to keep students in an engaged manner in order to increase their learning capabilities. Trained teachers can recognize learners’ affect during the class and deliver the course according to their states. Learning capabilities are directly influenced from certain affective states, with the more prominent being boredom, flow, frustration and confusion [11]. However, Graig et al. suggests that the two most important and relevant affective states are flow, boredom and confusion [12]. They investigated the correlation between boredom levels and learning abilities in students supported by intelligent tutors and reported that learning was negatively correlated with boredom. On the contrary, the exhibition of confusion positively affected the learning process of the students during the session. On the other hand, flow experience, which delivers high engagement [13], has been found to be positively correlated with learning. Furthermore, recent studies have shown a direct link between affect and motivational, cognitive and behavioural processes in learners [14], while Pekrun suggests that affect greatly influences cognition and learning in terms of attention, strategy use, memory and motivation [15]. Learners’ affective state has also been used in emotion-sensitive intelligent tutoring systems where they integrate students’ emotions in order to guide their pedagogical approach for enhanced engagement, motivation [16] and consequently, learning [17]. Additionally, learning experience has found to be significantly affected by emotions such as frustration, anxiety, delight, surprise and confusion; particularly in deep learning [18].

In order for an intelligent system to detect engagement and other affective cues (verbal and non-verbal), a number of hardware sensors capable of perceiving socio-emotional cues are required. An example of such sensor is a device used by researchers in order to record the galvanic skin response from participants and identify their frustration during a math exercise [19] as well as stress levels [20] and generally, a number of emotions developed during a computer game [21]. Additionally, user posture information is also used on automatic affect recognition systems in order to predict engagement levels. D’Mello et al. performed experiments for automatic recognition of student engagement by utilizing a special chair equipped with pressure sensors that identify user’s posture [22] where their computational model accurately predicts the learner’s affecting state. Mutuality and synchronisation are two very closely related terms when it comes to recognizing engagement in HRI [23]. A computational model derived from results of previous studies has been created in order to recognize the engagement between humans and robots. In particular, this model includes four event recognisers for detecting direct gaze, mutual face gaze, conversational adjacency pairs and backchannels (a brief verbal or gestural communication from the responder back to the initiator). Past and present HRI researchers have attempted to establish and maintain the cognitive connection between a human and a robot. Consequently, researchers have used an array of both pervasive and non-pervasive sensory technologies in an attempt to infer humans’ affective state during interaction. Rich et al., explored the issue of recognising engagement using more pervasive methods of detecting affect, gaze and verbal utterances, building a detailed computational model of an interaction with what they call “connection events” [23]. Szafir and Mutlu adopt a non-pervasive methodology with a wearable brain-computer interface, measuring student attention from electroencephalography (EEG), which was shown to be effective in detecting drops in attention [24]. When combined with information such as gaze and pose another effective modality for engagement and determining the desire for an interaction with a robot can be inferred from the proximity of the human with the robot [25]. Overall, the robotic tutor needs to be predictive in order to appear realistic, as a purely reactive behaviour might not reinforce the impression that the robotic tutor is a capable interactive partner. This is further supported from studies with human subjects where they were found to prefer an anticipatory agent as it appeared to be more fluent and committed than a purely reactive agent [26].

In educational settings, engagement and learning performance are often associated with each other [27]. Attempts have been made to discriminate between coincidence due to the social and situational context and changes in a learner’s engagement state and task progress which are linked to recent actionable behaviour, intervention and adjustment within the platform. Using an adaptive agent another recent study found that recall performance was improved through detection and maintenance of student attention, showing that virtual agents need to be direct and immediate in their response to drops in attention and engagement [24]. Chanel et al. found player engagement in a game would decrease if the challenge and other aspects of the game were not modulated according to the emotions experienced by the user [28]. Additionally, Kapoor and Picard [29] proposed a recognition system to classify levels of interest of children in a learning task, combining facial expressions and postural shifts with information about the learner’s task. Student engagement is a mix of several physiological aspects: 1) behavioural(e.g., persistence and participation), 2) emotional (e.g., interest, value and valence); and 3) cognitive (e.g., motivation, effort and strategy) [30]. Engagement with a learning task is major contributing factor in the promotion of both short and long-term learning performance [13], and considerable efforts have been made to explore social [31] and task engagement [32]. Further still, robotic tutors for educational HRI scenarios is attracting much interest [24], but the fact remains that most of this work involves robotic tutors with limited personalisation capabilities and has not been performed in the wild (i.e. within a real classroom environment).
III. LEARNER MODEL: REQUIREMENTS

An important requirement for an intelligent artificial tutor is to recognize and understand the state of the learner in order to facilitate their learning progress. A key aspect of learner modelling is the learner’s affective states such as enjoyment, hope, pride, relief, anger, anxiety, shame, hopelessness, and boredom [33]. A learner’s emotion could be directed towards three different targets: “emotion–for-game, emotion-for-self and emotion-for-agent” [34]. Depending on the addressing target and the status of the task, the learner model is required to understand and model the likely effect of an intervention on the learner. It is therefore essential to be able to identify the emotional effect of the intervention and the effect on the learning process. A properly designed learner model should intervene by deploying a strategy to assist the learner based on his current affective state [35]. However, studies have shown that the system should not intervene when a learner is in a state of flow or a positive learning state as this intervention might disrupt learning [36]. Additionally, interventions appropriate or not, could also cause disruption to the learning process. Furthermore, the model has to identify the engagement level with the learner by recognizing his state of “flow”. Flow is when a learner is fully engaged thus making progress and enjoying the learning activity [33]. Conversely, stuck is when a learner becomes disengaged, is not making progress in the learning activity and not enjoying the task. Additionally, the model should capture the learner’s progress through the learning activity in order to plan ahead and offer a personalised task.

Opening the learner model to the learner can benefit the learner by prompting reflection [33]. The learner can be prompted to think about their affect, knowledge and the process they are following as this can improve the learner’s meta-affective and meta-cognitive skills [37]. It is also possible to improve the accuracy of the learner model by allowing the users to leave positive or negative feedback on the model.

In order to capture and analyse learner’s interaction with the model such as time in activity, button presses, dialogue length, number of restarts, number of repeats etc., the model should be able to process and infer these input along with the state of the learner and produce appropriate behaviours, either for the task or artificial tutor.

IV. SCENARIO

In order to evaluate the artificial tutor’s effectiveness, performance and engagement levels during the learner’s interactions, a properly designed task oriented learning task is essential. For that reason, this project will focus on developing a suitable Geography based learning activity aimed at 11-13 year olds to be run on a touch table supported by a NAO robot (Figure 1).

A properly designed task should be adaptive to users’ abilities; therefore, it should offer various modes of interaction. For our geography-related task, which is currently under development, we decided to use two modes of interaction: discovery and guided learning. In the discovery learning mode, the task allows the student to independently learn and discover, thus enhancing their feeling of control and independence. Discovery learning is the process whereby students self-direct their learning to achieve the learning goals, by identifying and addressing gaps in their knowledge and skills [38]. Additionally, students can enhance their learning through discovery by introducing short-term experiments and assessments, therefore, the learner can formulate their own working hypothesis to be tested through independent exploration, which is shown to result in the learner gaining a deeper understanding of the material [39]. In order for this approach to be effective, the learner should have a good understanding of his own meta-cognitive state while the system should be able to prompt meta-cognitive strategies to support this [24]. It is particularly important that the robotic tutor intervenes and guides the learner where the student is unable to solve a problem or find information themselves at any point. The learning activity should vary the difficulty level to keep users engaged and minimise fear of failure by detecting users’ state of flow and respond accordingly by altering the activity or by allowing the robot to intervene.

V. METHODOLOGY

In this early stage in the project, a number of studies will be performed in order to identify and investigate indicators of engagement with the robot and learning task. More specifically, a pilot study will be performed with the purpose of grounding the initial setup and identify behavioural and contextual (e.g., robot, task) indicators of user engagement with the robot and the learning task. Additionally, it will investigate links with human-robot and human-task social bonding. Secondly, a Wizard of Oz (WoZ) study is scheduled to run at a later stage in real class environments with a more focused learning scenario but controllable tutor.

A. Pilot Study

In order to develop and run the pilot study, we will work collaboratively with psychologists in an attempt to achieve a practical identification of the most pertinent indicators in terms
of behaviour and context in user engagement. Initially, we will run a short number of simplified tests involving the learning platform which will consist of the touch table, the robotic tutor and a simple learning task in an attempt to examine and identify associations among student engagement and social bonding. The primary goal of the pilot study is to identify and explore possible indicators for user engagement with the task and the robot. In order to identify these indicators a series of experimental conditions will be designed, developed and evaluated from a group of participants. These will include a battery of short tests to extract engagement indicators such as lower and upper bounds for engagement detection within a task and social bonding between the participants and the robot. A series of simple tasks will be designed with predefined difficulty levels in order to capture extremes of engagement i.e. low and high levels. Furthermore, a condition involving the robotic tutor will be presented to the participant in order to identify and capture empathy and social bond towards the robot. The setup consists of a video camera for capturing human-robot and human-task interaction, a Microsoft Kinect sensor for predicting body lean position, a real-time face recognition software for extracting facial expressions, head direction and eye gaze, a Q Sensor® for measuring affective states via electro-dermal recordings and finally, information from the learner task (touch, response quality etc.). Findings and feedback from this study will inform the system architecture, tutor behaviours, hardware implementation, learner model and overall the scenario. Additionally, the pilot study will include a separate task for comparing a controlled condition scenario with findings from the main task in order to ground the engagement findings.

B. Wizard of Oz study

The second experiment will be built upon the findings from the pilot study and will run in real classroom environments with learning content having been informed and supported by teaching experts. Additionally, teaching experts will inform and support the content of the learning task with the purpose of increasing its pedagogical value and reflect to children’s needs and requirements. This study will utilize the same capturing equipment as in the pilot study but with more targeted questionnaires. Additionally, a corpus will be collected from the study and will be used towards of developing the final computational model capable of automatically recognizing and classifying engagement in real classroom environments.

C. Learner model evaluation

The learner model will consist of engagement detection (with task and robot) and detection and monitoring of learner progress in order to promote a personalised learning experience. Additionally, the model will be built and enhanced by taking into account critical moments in the interaction when empathic and pedagogical interventions from the tutor are required. Since the work has been designed to be modular, both the learning task and the platform can be tweaked based on our findings, particularly in terms of teaching strategies, challenge, socio-emotional intervention by the robotic tutor and in-task sensory appeal. At a later stage, the model will be integrated with an artificial tutor (both virtual and robot embodiments) and evaluated in real-classroom environment.

VI. CONCLUSIONS

In this project, we intend to advance the state of the art through the development of a new breed of supportive educational robots. We aim to achieve this objective through the design, development, investigation and evaluation of a computational learner model which automatically detects the state of engagement and adapts the task and teaching strategies to the individual, personalising and enhancing the overall learning experience. We will show through integration with a robotic tutor that our model, supported and informed by interdisciplinary research on affect recognition, learner models, pedagogical strategies and adaptive behaviour, can make robots become effective pedagogical tools for use in education.
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