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Summary 
ÅRecently, a novel framework has been proposed for 

intrinsically motivated reinforcement learning (IMRL) 

in which a learning agent is driven by rewards that 

include not only information about what the agent must 

accomplish in order to ``survive'', but also additional 

reward signals that drive the agent to engage in other 

activities, such as playing or exploring, because they are 

``inherently enjoyable''.  

ÅIn this work, we investigate the impact of intrinsic 

motivation mechanisms in multiagent learning 

scenarios, by considering how such motivational system 

may drive an agent to engage in behaviors that are 

``socially aware''.  

ÅOur experiments show that, using this approach, it is 

possible for agents to learn individually to acquire 

socially aware behaviors that trade-off individual well-

fare for social acknowledgment, leading to a more 

successful performance of the population as a whole. 

Background 
ÅIntrinsically Motivated Reinforcement Learning (IMRL) 

ÅExtends classic Reinforcement Learning (RL) 

ÅReward behaviors rather than consequences 

 

 

 

 

 

 

ÅAgent must maximize total reward = extrinsic + intrinsic 

ÅExtrinsic reward: 

Åñnormalò reward in RL, related with task (e.g. fulfillment of needs) 

ÅIntrinsic reward:  

Åmay not directly relate with the task (e.g. play or explore) 

ÅAgent performance evaluated according to a fitness measure 

Åsurvival-related measure (e.g. amount of food consumed) 
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Socially-Motivated Learning Agents 
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ÅForaging environments scenarios 

ÅExtrinsic reward: based on food consumption 

 

ÅIntrinsic reward: two social signals 

ÅExternal social signal: received from other agents 

ÅInternal social signal : generated by the agent 

ÅTotal reward: extrinsic + external social + internal social 

 

Experimental Setup 
ÅScenarios 

ÅForaging environments with up to 3 agents 

ÅAgents 

ÅActions: ŷ, Ź, Ŷ, Ÿ, Eat 

ÅObservations: position, satiation status,  

see food, see other agent, last to eat 

ÅLearning procedure 

Å100.000 steps 

ÅDyna-Q learning algorithm 

Å�0-greedy policy 

ÅOptimization procedure 

ÅIndividual fitness 

ÅMaximize the population fitness 

ÅOptimize feature weight vector 

Results 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Single-food scenario 
Å 2 agents, 1 food resource 

Å Agent that eats starts closer  

to food resource (bottom-right) 

 

 

 

 

Equal-resource scenario 
Å 2 agents, 2 food resources 

Å Agent that eats starts bottom 

 

 

 

 

 

3-1-3 scenario 
Å 3 agents, 1 food resource 

Å Agent that eats starts bottom, others are placed top-down 

according to predefined order 

 

 

 

 

Optimal vs Extrinsic Optimal - individual 


