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ABSTRACT
Can social agents be assertive and persuade users? To what extent do the persuasion abilities of robots depend on the users’ own traits? In this paper, we describe the results of a study in which participants interacted with robotic Non-Player Characters (NPC) displaying different levels of assertiveness (high and low), in a storytelling scenario. We sought to understand how the level of assertiveness displayed by the robots impacted the participants’ decision-making process and game experience. Our results suggest that NPCs displaying lower levels of assertiveness evoke more positive emotional responses but are not more effective at influencing players’ decisions when compared to NPCs displaying higher levels of this trait. However, NPCs displaying a personality trait are more effective persuaders than NPCs not displaying this feature. Overall, this paper highlights the importance of considering the player’s personality and its relation to task-specific attributes during the process of game design.

INTRODUCTION
In the context of virtual games, Non-Player Characters (NPC) are computer controlled characters with which the player can interact with [33, 39]. In this context, the NPCs (often seen as virtual or social agents [55]) are usually guided by Artificial Intelligence (AI) techniques, acting in a predetermined way or executing a specific set of game-related functions. For example, in the game Red Dead Redemption 21, the NPCs mostly interact with the player by posing questions and providing hints about where to go next depending on the answer given by the player. In that game, NPCs are used to direct the player to different storylines according to each answer s/he gives. In other games, such as in the series GTA2, the NPCs are used to provide missions to the player, and thus, serve the goal of opening new areas in the game environment or direct the path that a player takes throughout the game.

In general, NPCs have an essential role in the game flow, mainly leading the players to where the game designer intended and often giving them the feeling that the game does not have a linear storyline. However, those agents are programmed to follow specific predefined rules that often are equal for all players. In other words, in most cases, the NPC does not consider the player’s preferences, personality traits or
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emotions. Nonetheless, research has shown that by considering these features it is possible to improve the game experience, increasing the level of immersion [39], enjoyment [19] and the commercial success of the game [3]. Having mechanisms to obtain and analyse the player’s preferences during the game, can help game developers to create more immersive games by allowing them to develop NPCs that can engage in personalised persuasion and interaction strategies [3]. In particular, previous research has suggested that personalised persuasion strategies are more effective than non-personalised strategies in communicating a message or influencing the player to take a particular decision [28, 6, 8] and thus, are of great value for game developers.

However, creating an NPC that is capable of employing personalised persuasion strategies is not an easy task. To achieve this end, the game mechanics and NPC’s intelligence needs to be able to collect, identify and create a player’s profile of preferences, and act accordingly. This way the persuasion techniques implemented can suit each player profile without becoming too invasive or aggressive. The persuader must present the right balance between passivity (not intervening) and aggression (pushover behaviour). One way for the persuader to be successful is to employ assertive behaviour, that is “... the skill to seek, maintain or enhance reinforcement in an interpersonal relationship through an expression of feelings or wants...”, even if that results in risks or punishment for the author of the behaviour ([38], p. 127). Hence, to engineer the appropriate level of assertiveness in an NPC one also needs to consider the level of assertiveness of the player, as the two go hand in hand, and thus this interconnection becomes indispensable as we attempt to model personalised persuasive interactions in-game contexts.

To that end, an experimental study was conducted in which participants had to interact with two robotic NPCs in a storytelling scenario. We have chosen to use embodied NPCs because research has shown that the use of physical agents can increase engagement as players spend more time with the physical robot compared to its virtual counterpart [54]. Moreover, we chose to use social robots because there is still a gap in the literature regarding the level of effectiveness persuasion attempts by these agents, specially in game scenarios. This is of particular importance if we consider that (a) there is a growing number of games being developed in HRI (e.g. Enercities) [56, 32]; (b) a number of these games (and in particular, serious games) require some kind of decision-making [32]; (c) although there is plenty of research about virtual NPCs, it is unclear if those findings translate into embodied NPCs and d) the interaction with physical robots can boost the positive emotions felt by the players during the interaction (e.g. [36]). In particular, in the case of assertiveness, which was observed to have only marginal effects in the gameplay experience, we were interested in analysing whether the increased social presence afforded by embodied robots could amplify these effects [47]. Through the gameplay scenario we created, we will (a) explore how the display of assertive behaviour can affect the player’s perception and emotional responses to NPCs in a storytelling scenario; (b) investigate whether the player’s assertiveness level has a correlation with the participants’ choice to follow the suggestions presented by the NPC; and (c) analyse if an NPC displaying different levels of assertiveness (high, low or neutral) can influence participants’ decision-making process by influencing their choice to alter their decisions. In this way, our work contributes to the literature in Human-Robot Interaction (HRI) and Human-Agent Interaction (HAI) by presenting a novel scenario with embodied NPCs with varying levels of assertiveness that can be used to develop and deploy personalised persuasion techniques in gaming contexts. This can be particularly attractive for those developing games in which the agent needs to convince a person to perform an action or change its behaviour, such as in serious games.

**PERSUASION AND PERSONALIZATION OF NPCS IN GAMING ENVIRONMENTS**

Researchers have been discussing the importance of creating robots and virtual agents that can display human-like emotions and responses for a long time. Part of the discussion has been oriented towards answering the essential question, first formulated by Picard, of whether computers and virtual agents should display emotions and behaviours “... as closely as possible to what we know about human emotions, or should they be designed differently; and if the latter, then how?” [52], (p. 132). One argument in favour of the implementation of human-like behaviours and characteristics in agents comes from the line of research developed by Nass and Moon [43]. Those authors suggest that given that people often translate their perceptions and stereotypes of Human-Human Interaction (HII) to the domain of HRI, these types of interaction should follow some of the social rules of HII. For example, studies have suggested that robots displaying personality traits can positively influence the participants’ perception and enjoyment of the HRI experience as well as the evaluation of the robots’ intelligence, social attraction and others skills [35, 61, 26, 39, 30].

In addition, several authors have also proposed that the use of personalised interaction strategies can also improve game enjoyment and the participants’ evaluation of the virtual characters. For instance, in the work of Chowanda et al. [13], the authors applied a framework named ERI$$^2$$A to the Skyrim Creation Kit to make the players participate in a quest with two NPCs with unique personality traits. They observed that players noticed the NPCs’ characteristics and responded differently according to the personality traits implemented in each one. According to the authors, the scenario provided a new game-playing experience, mainly in regards to the emotional attachment to the NPCs and how they built a social relationship with them. Besides, the results of that study also indicate that the players felt more engaged and emotionally immersed when playing with NPCs displaying personality traits in comparison to when interacting with NPCs without this feature.

In this paper, we argue that the customisation of a match between the users’ level of assertiveness and the level of assertiveness displayed by the robots can help improve the interaction by increasing the effectiveness of the persuasion attempts made by the robotic NPCs and by enhancing the emotional responses of players during the game. In particular,
In this context, it is argued that to be persuasive an agent must: (a) deliver the right message; (b) at the right time and (c) in the right way [21]. To be able to deliver the right message to each person, and thus increase the effectiveness of the persuasion, the agent must be able to recognize essential factors about the user, such as his/her personality and deploy persuasion techniques that are best suited for each player.

For example, Linek and collaborators [37] designed an NPC to play in an educational adventure-game. To test the effect of the match-mismatch of the personality of the agent and that of the participant, they manipulated the NPCs’ personality (funny & friendly vs severe & unfriendly), and other characteristics of the agents’ appearance (e.g. colour). The results indicated a clear preference for a coloured, naturalistic NPC design, and also for the NPCs whose personality was more similar to that of the user. This is in line with what is known as the similarity-attraction hypothesis that states that individuals feel more attracted to other people or agents that display similar traits and attitudes to theirs [9], and it has also been shown to be an important aspect of research in HRI and HCI (Human-Computer Interaction) [61, 7, 40].

In this sense, research has suggested that the traits displayed by the agent must be adequate both to the type of response it wishes to evoke but also to the situation in which the interaction occurs. For instance, in the work of Goetz, Kiesler and Powers [24] the authors suggest that robots displaying more extroverted and cheerful behaviour can evoke higher levels of request compliance. Plus, other research suggests that the traits of those agents must follow the seriousness of the task and situation. More specifically, in healthcare contexts, authoritative and severe traits may be received better than relaxing and humorous traits [34]. In contrary, when the situation is less serious, characters are preferred to be more playful and relaxed [22].

However, communication among humans is a complex phenomenon that involves both verbal and non-verbal cues. Since both types of communication can be used in a social context to categorize the emitters’ personality. In [11], the authors investigate the role of the agent’s nonverbal cues combined with personality traits to improve HAI. For this purpose, they used two different virtual agents, one with a high level of neuroticism and the other with a high level of extraversion. They also measured the participants’ personality using the Big Five questionnaire [29] to analyse how trait combination influenced participants’ preference towards one character versus the other. Results were better for all measures when nonverbal cues and personality traits are used together in comparison when they were used separately. Data also revealed that extroverted people showed a tendency to prefer the agent with neuroticism trait whereas people with high neuroticism preferred the extroverted agent, lending further credence to the complementary attraction effect. Putten and colleagues [2] pointed out that the personality of the user can also influence their feelings after the interaction, as well as their evaluation of the agent and their actual behaviour. Moreover, Callejas and colleagues [10], also observed that in many cases the satisfaction with the interaction depends on the similarity between the user and the agent personalities. An example is the work of Nass and Lee [42], where participants seem to be more attracted and evaluate more positively robotic voices that show similar personality to their own.

Under these circumstances, we need to ask which personality traits are better suited for NPCs that have the role in influencing the player decision-making process in a game context? Assertiveness is a valuable trait that people develop and apply when it comes to communicating their decisions to others [1]. In HRI, assertive robots have also been found to be useful in several contexts, such as in the promotion of healthy eating behaviours [4]. However, the display of assertiveness can also have benefits from a design and interaction standpoint by potentially having the ability to increase robot likeability. Social researchers have not yet reached a consensus on the relation between assertiveness and likeability. Assertiveness has been considered to be one dimension of extroversion [62] and it has been demonstrated to have positive effects on likeability (when compared to low levels of this trait in situations where oral communication is required; see, for example, [44]. In this paper, we will attempt to clarify this relation (between assertiveness and likeability) in the context of HRI. We will also explore how the display of assertiveness can influence participants’ decision-making process.

**GOAL AND HYPOTHESIS**

Our goal in this study is to analyse how the display of different levels of assertiveness by NPCs can influence people’s responses to those agents and the decisions they make in an interactive storytelling task. To answer these questions, we devised a mixed-design study in which we manipulated the level of assertiveness displayed by the NPCs (robots). Half of the participants participated in the manipulation condition (which involved interacting with two robots displaying different levels of assertiveness (high and low)); whereas the other half participated in the control condition (both robots displaying neutral personalities).

In this context, we expect to observe the following outcomes:

- **H1:** The display of higher levels of assertiveness by an NPC will positively influence the emotional state of the player: More specifically, we expect that participants report more positive emotions during the game towards NPCs displaying high levels of assertiveness in comparison with NPCs displaying lower levels of this trait.

- **H2:** The players’ choices in the context of the game and preference towards an NPC can be associated with the level of assertiveness displayed by the NPCs: We expect that players will opt to change their decisions in the game more
frequently when the NPC that they are interacting with displays a personality trait (high or low assertiveness) than when it does not (neutral or control condition). In addition, we also expect to observe a relation between the level of assertiveness of the participant and their preference towards each of the robotic advisors:

- **H3:** The assertiveness level of the participant and the assertiveness level displayed by the NPC's will influence the participants' decision-changing behaviour in the game: In particular, we expect that participants with higher levels of assertiveness will be less prone to change their decisions in the game, in comparison to participants who report low levels of this trait. Furthermore, we expect that the NPC displaying higher levels of assertiveness will influence more the participants to change their decision than the NPC showing a low level of assertiveness trait.

**RESEARCH METHODS**

**Participants**
A convenience sample of 61 participants was recruited on the campus of a technological institute. Participants were on average 24 years old ($SD = 7.1$), and the majority of them were male (40). In our sample, 51 participants reported that they had never interacted with an EMYS robot and 29 had never interacted with a robot before. Eighteen of our participants informed that they had interacted with a robot before only once, and 13 had already interacted several times with robots.

**Procedures and Measures**
Participants were invited to play an interactive storytelling game with two physical robots. Their participation in the study was split into three stages:

- **Pre-Interaction**
  Initially, all participants signed an informed consent before the beginning of the study. Then, they were requested to fill the Myers-Briggs Type Indicator (MBTI) questionnaire, a personality classification questionnaire, with 70 items. Next, participants were requested to complete the Godspeed questionnaire [5] to measure their perception of robots and the Positive and Negative Affect Schedule (PANAS) [15] self-report questionnaire to measure his/her actual emotional state. In addition, participants were also requested to complete a measure of personality that gave us information on their level of assertiveness [14] and finally, a socio-demographic questionnaire for sample characterisation.

- **Game-Interaction**
  Before starting the game, participants were explained that they would be playing a game in which they would have the role of the leader of a country who gets a threat from an enemy. To defend their country, they would be asked to make some critical decisions in which they would have the help of two robotic characters during the process, acting as advisors. Participants were also notified that during the story they would have to state their intention of decision at each decision point (DP) and then, after hearing the advice of the advisor, indicate their final choice. After the brief explanation, the researcher left the room, and the participant started the interaction.

The game begins with the assertive NPC presenting itself and telling a short story notifying that only one robot will advise the participant at each DP. Next, the NPC with low assertiveness also introduces itself, but in the middle of its presentation, it is interrupted by the assertive NPC. The narrative is a short story set in the medieval period with approximately 30 minutes of duration.

When the story starts, the storyteller introduces the player to his role by saying:

```
- Participant name. You are the leader of a small country surrounded by great walls, the people live happily and sing in the streets.
```

Afterwards, the narrator explains what happened to the country:

```
- One day, your country received a terrible threat. A country from the north is conquering the southern countries, and warned that it is on its way to conquer your country.
```

At this point, the player is informed what s/he can do to avoid that threat:

```
- In order to calm down the people who have been told about this threat, prepare for a battle, and prevent everyone from falling into the enemy’s hands, you must make several important decisions. Remember, every decision can lead you to a victory or a defeat.
```

Next, the two NPCs responsible for aiding the player are introduced:

```
- According to the country’s policy, two counsellors, will assist you in making decisions.
```

Finally, the narrator summons the player to the adventure:

```
- Now you must act and make one of the following decisions.
```

With that last utterance, the possible decisions for that DP are presented to the player on the bottom part of the screen in a button format (see Fig. 1).

Option 1 - “You ask the people to gather and discuss the threat.”
Option 2 - “You summon the council to discuss the course of action.”

Then, the player indicates his/her intention of choice and, after that, one of the NPCs advisors intervenes, providing a piece of advice that could be in favour or contrary to the players’ intention (more details in section 5.2). For instance, in the previous DP, the player chooses to gather with the council and discuss a course of action. If the NPC is acting in favour, it will say: “I agree with that decision, the council will provide better suggestions. Confirm that.”. In case it is advising against the intention it will say: “I understand what you intend to do, but you do not think people need to know first? So, I recommend changing your decision.”

If the participant prefers, the narration made by the storyteller during each scene can also be presented in written text, by pressing a button located on the screen top-right side (see Fig. 1). To provide a greater sense of immersion to the player, narration is accompanied by pictures that are illustrative of what is going on in the story (see Fig. 1). For example, in a scene where the player should visualise himself going to visit the enemy, a picture displaying a knight riding towards a medieval city is presented.

In our scenario, there are two possible endings. Either the player defeats the enemy with her/his decisions or s/he must pay a tax to the enemy. When players are at this stage, the researcher returns to the room and asks the participant to fill the post-questionnaire.

Post-Interaction
After they ended the game, participants were asked to fill a questionnaire regarding their interaction with the robots. First, participants were asked to evaluate their emotional state after the interaction. Second, participants were asked to make a self-evaluation of the assertiveness level that they displayed during the interaction. Participants were also asked to assess their perception of the robots and the robots’ level of assertiveness. Each of the set of questions referring to the robots was answered twice (once regarding each robot). We gave different names to each robot so that participants could distinguish them. The entire experiment took approximately 60 minutes to complete, and all participants received a cinema ticket worth around €6 as a reward for their participation.

Materials
In order to analyse the effect of the level of assertiveness displayed by the NPCs, we conducted a quantitative study using two autonomous NPCs. For this purpose, we used two EMYS heads with a similar embodiment, programmed to display different levels of assertiveness and act as advisers in an interactive storytelling scenario. We chose two EMYS robots to autonomously interact with participants due to the peculiar design of the robot, in particular, its capability to display facial expressions simulating emotional feelings as seen in Fig. 2.

A touchscreen was used to display the interactive story and to enable the user to interact and chose her/his path in the story. Besides that, a digital female voice generated by a text-to-speech application was used to narrate the scenes of the story. Moreover, next to each robot, a speaker was placed in order to transmit the robot’s verbal utterances (male voice), ensuring that the sound would come from the direction of the robot talking.

Manipulation
The manipulation of the level of assertiveness displayed by each robot was achieved through the manipulation of four physical aspects of the robots’ behaviour; namely (a) pitch, (b) rate of speech, (c) posture, and (d) eye gaze behaviour (see Table 1).

<table>
<thead>
<tr>
<th></th>
<th>Neutral Robot</th>
<th>Assertive Emys</th>
<th>Less Assertive Glin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch</td>
<td>default</td>
<td>x-low</td>
<td>x-high</td>
</tr>
<tr>
<td>Rate</td>
<td>medium</td>
<td>+20%</td>
<td>medium</td>
</tr>
<tr>
<td>Posture</td>
<td>neutral</td>
<td>pride</td>
<td>shame</td>
</tr>
<tr>
<td>Gaze</td>
<td>50-50</td>
<td>more to the player</td>
<td>less to the player</td>
</tr>
</tbody>
</table>

Following the findings and validation presented in [49], the voice and posture of the robots were manipulated to convey different levels of assertiveness. The manipulated parameters in the robot’s voice were pitch (with values x-low, default and

---

4 The utterances used in each condition varied in each decision point obeying to Table 1 configurations.

5 For more information, see: https://emys.co/
We also implemented three different postures for the robots: (a) neutral, (b) pride and (c) shame. The neutral posture exhibits the robot with head and eyebrows in a levelled position. Differently, in the pride posture (see Fig. 3, left) the robot presents the head in an elevated position, and the eyebrows are more open than in the neutral pose. In the shame posture (see Fig. 3 right), the robot’s head is tilted down, and the eyebrows are also leaning down. In addition, the robots were programmed to display congruent eye gaze behaviours. In particular, in the test condition, in which the NPCs display assertiveness, the NPC with a higher level of this trait gazes more often to the player than the robot displaying low levels of this trait. In the control condition, where the NPCs have a neutral posture, the agents were programmed to direct their gaze towards the player half of the time; and the other half towards a random point in the room.

Furthermore, since both robots had the same embodiment, we also used the names suggested in [49] in order to ease their distinction by the participants. In this context, the robotic NPC displaying higher levels of assertiveness was called Emys, whereas the one displaying low levels of this trait was named Glin.

Finally, we manipulated the feedback given by the robot to the player after the latter has chosen an option. When the players’ decision is not congruent with the suggestions given by the robot, the robot will display anger (moving its head back and forward and frowning its eyebrows). When the players’ decision is congruent with the path suggested by the robot, the robot will display happiness (nodding yes).

**INTERACTIVE STORYTELLING PLATFORM**

The platform of our game was developed using the language C#, which allows the integration with the framework [57] that supports the communication with our physicals NPCs. The Interactive storytelling platform is composed by the scene generator, the persuasion module, the robot selection function and the personality module. Fig. 4 illustrates how the different modules are connected and how the player interacts with the system.

**Scene Generator**

The Scene Generator is an essential part of this platform, and determines what is going to be the next scene of the story flow (see Fig. 5) according to the player’s final decision.

Our story follows the parallel interactive storytelling structure with two endings. That structure has the characteristic of having different paths heading to a specific central DP with the same end to all paths. In our story, we have three of those fundamental points. However, before reaching those points, the player can go to different parts of the story and face different decisions depending on the choices made. In total, the story has 30 distinct DPs, and to reach the end, the player passes through a minimum of 20 and a maximum of 26 DPs.

6Pitch values (x-low, low, medium, high, x-high, or default) and rate values (x-slow, slow, medium, fast, x-fast, or default) were chosen from the prosody elements present in https://www.w3.org/TR/speech-synthesis/#S3.2.4

The Scene Generator is responsible for showing the selected scene for each DP and call the text-to-speech to process the corresponding utterances for the narrator. The narrator finishes presenting the scene, then the user is faced with the two possible options and must inform of his/her intention.

Fig. 5 depicts a small part of the scheme that represents the full story with the DPs and the MBTI dimension that is measured by it (more details in subsection 5.4). For example, when the story begins, the first DP (DP1) measures the dimension Extroversion/Introversion (E/I) and depending on the player’s final decision on this point the story can follow the path in DP2 that measures the dimension Thinking/Feeling (T/F) or the path in DP3 that measures the E/I dimension again.

**Persuasion Module**

The Persuasion Module receives the user’s intention and according to the System Settings, generates the persuasive gestures. This strategy was employed since we want to have a way to measure if the persuasion techniques designed were successful or not after the user final decision.

This model uses information related to the user and the robots personality inserted in the system ahead of the user interaction. The user personality was collected with the MBTI questionnaire in the pre-interaction phase, and the robot personality was selected according to the condition to be tested (assertiveness high and low or neutral characteristics). With the player and the NPCs’ characteristics, this module determines which type of persuasion (verbal and non-verbal cues) the NPCs should do. The Non-Verbal Cues prepared are the facial expressions (associated with the emotions) and head movement (as nodding as a response to a decision made congruently to what the NPC “wishes”). The Verbal Cues are utterances mentioned by the NPCs with hints after the intention is pointed out by the player, trying to influence s/he to change or maintain the decision. Additionally, this module can manage the intensity with which the robot can perform these cues. For instance, the facial expression that represents anger has levels
With that activation, the persuasive gesture that the advising Assertive (A) and Less-Assertive (LA).

The definitions of the gestures are sent to the NPC by the Robot Selection function (subsection 5.3) that determines which NPC is going to perform the first persuasive gestures. So, depending on the NPC, the respective function is called according to the framework created by Ribeiro et al. [57]. That framework is part of an ecosystem composed of a model and tools for the integration of an AI agent with a robotic embodiment in HRI or a virtual character in HAI scenarios.

After the player final decision, this module is reactivated by the Personality module (subsection 5.4) that sends information about the personality classification and the final choice. With that activation, the persuasive gesture that the advising NPC will perform is generated. If the player’s final choice was congruent with the player’s personality, the NPC would perform an animation expressing its contentment with a joyful animation. Otherwise, the NPC would perform a sadness animation.

Robot Selection Function
During the story, each user will interact with the system and one of the two NPCs in each DP through a specific order. This order is defined by the Robot Selection function and uses what is defined in $G$ in order to perform a decision.

$$G = \{P, R, C\}$$

Each element of $G$ will correspond to the personality trait being presented $P$, the personality simulated by the NPC selected $R$ and the NPC congruence with the player’s personality $C$.

$P$ is defined with the four dichotomies of the MBTI questionnaire, Extroverted-Introverted (EI), Sensing-Intuition (SN), Thinking-Feeling (TF) and Judging-Perceiving (JP).

$$P = \{EI, SN, TF, JP\}$$

$R$ is defined with the personalitites that each NPC would use, Assertive (A) and Less-Assertive (LA).

$$R = \{A, LA\}$$

$C$ is defined with the information if the NPC will act in favour of the player’s personality (F) or opposite (against) the player’s personality (O).

$$C = \{F, O\}$$

Each element $o$ of the personality traits $P$ will have a maximum number of decision points associated with each dichotomy pair of the MBTI, designated as $k$. This way, each element $j$ of the NPC’s personality $R$, will correspond to one element $p$ of the NPC’s congruence $C$. This combination will be repeated for $k$ times to each dichotomy pair present in $P$.

$$P_o = \{R_1C_1; R_1C_2; R_2C_1; R_2C_2; \ldots; R_kC_p\}$$

Let’s consider $G$ as the following:

$$G = \{\{P_{EI}; P_{SN}; P_{TF}; P_{JP}\}; \{R_A; R_{LA}\}; \{C_F; C_O\}\}$$

For instance, analysing the dichotomy pair $EI$ and having five decision points in the story ($k=5$) to measure this pair, we would have $P_{EI}$ as being

$$P_{EI} = \{A_1F_1; A_1O_2; LA_2F_1; LA_2O_2; A_3F_1\}$$

As such, when the player is at a DP that is measuring the $EI$ dichotomy, the selected NPC’s personality is going to be the first of the list from this dichotomy in which the personality is opposite to the last one selected for the previous pair (not necessarily $EI$ preference). For example, if the last personality selected was assertive for the pair $JP$, the next NPC’s personality needs to be a less-assertive one. This way we can balance the number of times each NPC, presenting different levels of assertiveness, interacts with the participant during the story.

Then, the selected NPC performs the persuasion attempt and, depending on whether the player’s intention is congruent or not with the players’ personality, the NPC will try to convince him/her to change or maintain their decision. For example, if the player is classified as being an extrovert, but selects a decision that is more congruent with an introverted personality profile, the NPC will try to convince the player to change his/her decision. After this first persuasion attempt, the player must decide if he/she is going to change his/her decision based on the NPC suggestion or disregard the persuasion attempt and stick to their original intention. Then, the player’s personality classification and the dichotomy regarding the final decision made (in this example ‘I’ stands for Introverted or ‘E’ stands for Extroverted) are sent to the Personality Module (PM).

Personality Module
The Personality Module (PM) receives the dichotomy associated with the DP and measures the player’s personality classification for each decision in real-time. This classification was developed through a parallel mechanism based on the findings in [48]. In [48], the authors explained how they conceived an interactive story having decision points that are “connected” to each dichotomy pair of the MBTI questionnaire. Their classification was made having into consideration the fact that the MBTI presents hypothetical situations to the respondents and then gives different response options. Each response option presents a behaviour in which different levels of one of the four personality dimensions are more predominant than the others. The score of all responses is then attributed according to the preference of respondents to typically choose behaviours that

![Diagram of the story flow](image-url)
are predominantly representative of one of the dimensions (e.g. Extroverted/Introverted). In this sense, we devised a story that follows the same principles of [48] as seen in Fig. 5, that considers all MBTI dimensions, and balances the measurement of these dimensions by dividing the total number of DPs equally among dimensions of the MBTI.

In this way, it is possible to simulate those situations presented in the MBTI questionnaire in a game scenario. For example, the personality questionnaire has a question that asks if a person would prefer to speak in public or in private. In this sense, it is possible to simulate the situation of speaking in public showing a DP to the player with the same topic, for instance, the DP1 aforementioned (if s/he would like to speak to the people or gather the council).

For each DP, after the player final decision, the PM will activate the Persuasion Module again by sending the player’s personality classification for the DP and the final decision selected. Finally, the process starts over again, with the Scene Generator calling the text-to-speech to process the utterances of the next scene, creating the scene with all components and showing the respective options.

With the features described before, at the end of the game, the system presents information about both (a) the game outcome (victory or defeat) and (b) the MBTI dimensions score of each player based on the decisions made in each DP.

DESCRIPTIVE ANALYSIS OF THE RESULTS

Overall, we analysed a total of 1220 decision points. As previously stated, at each DP, participants were given the opportunity to change their decision once after hearing the NPC’s advice. In 84.4% (i.e. 1078) of the DPs, participants did not alter their response after the NPC’s persuasion attempt. The majority of the participants that decided not to change their decision after the NPCs’ intervention (approx. 75%), rated themselves high in assertiveness, whereas most of the participants that opted for making a change in their final choice (approx. 70%) rated themselves low in this trait. In total, approximately 72% of our participants rated themselves high in assertiveness, whereas the remaining 28% reported low levels of assertiveness (see Table 2).

<table>
<thead>
<tr>
<th>Participant Assertive Level</th>
<th>Changed Decision</th>
<th>Not Changed Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>High (72%)</td>
<td>25%</td>
<td>75%</td>
</tr>
<tr>
<td>Low (28%)</td>
<td>70%</td>
<td>30%</td>
</tr>
</tbody>
</table>

In addition, given that one of the NPCs intervened at each DP, a total of 1277 interventions were made by those. Of this total, half was uttered by the NPCs displaying an assertive (25%) and a less-assertive (25%) personality trait in the test condition. The remaining interventions were uttered by the neutral NPCs in the control condition.

Finally, the scales for positive emotions and the scale for assertiveness used in the pre-questionnaire presented good to acceptable levels of reliability (the database and Cronbach alphas can be consulted in [50]). The scale components used to measure negative emotions and the level of assertiveness post-interaction presented suboptimal levels of consistency.

Manipulation Verification

In order to verify that both NPCs were perceived differently regarding their levels of assertiveness, we conducted a manipulation verification. In particular, we conducted a paired samples t-test, which yielded significant differences in the perception of assertiveness between the NPCs (t(60) = 2.55; p = .01). More specifically, Emys was perceived as being more assertive (M = 5.20; SD = .65) in comparison to Glin (M = 2.54; SD = .74; Cohen’s d = 0.99).

Hypothesis Test

Participant’s Emotional State - H1

In order to analyse this hypothesis, we computed two variables corresponding to the average of all positive (interested, enthusiastic, inspired, active and determined) and negative emotions (nervous, fearful, scared, guilty and frightened). To analyse whether there was a difference between the feelings reported by participants after interacting with the assertive versus less-assertive NPC, we conducted two paired samples t-test for each category of emotions (positive and negative). The results for the positive dimension yielded a statistically significant difference between the two conditions (t(29) = −3.78; p < .001). More specifically, Glin (less-assertive NPC) was associated with a higher level of positive emotions (M = 4.2; SD = .9) than the assertive NPC, Emys (M = 3.7; SD = .13; Cohen’s d = .84). However, no statistical difference was found when comparing the negative emotions reported by participants after interacting with either one of the NPCs (t(29) = .67; p = .51). In general, participants reported very low levels of negative emotions when interacting either with Emys (M = 1.4; SD = .07) or Glin (M = 1.3; SD = .07; Cohen’s d = .27).

Players’ Choice to Change Decision and Favourite NPC - H2

To analyse the relation between the NPC’s display of personality (versus neutral) and the participants’ choice to change their decisions in the game, we conducted a McNemar test with repeated measures. We found a statistically significant difference in proportion of decision changes between the two conditions (McNemar(2) = 256.81, p < .001). In particular, when interacting with the robots displaying personality, we found that 83.0% of the participants kept their initial decisions, whereas 17.0% of them changed their final decision. For the NPCs without personality (control condition), the participants kept their decisions in 87.8% and changed their final decision in 12.2%.

Assertiveness and Decision-making - H3

To test this hypothesis, we first created two dichotomous variables, the first reflecting the player’s choice to change their decision or not and the second, related to the level of the participants’ self-reported assertiveness. To create the latter variable we categorised all participants that scored beneath the middle point of the scale as having a low level of assertiveness and all the remaining participants as having a high level of assertiveness. We then conducted a Kolmogorov-Smirnov test to investigate the assumption of normality and
We analysed if the frequency with which a participant plays (which we tested the effectiveness of both the level of assertiveness of the participant and the level of assertiveness displayed by the NPC in predicting players’ choice to change their decision in the game. Our null model was not significant (Wald(1) = 2.59; p = .11). Additionally, our analysis showed that neither the level of assertiveness of the participant (Wald(1) = .79; p = .38) nor the level of assertiveness displayed by the NPC (Wald(1) = 2.34; p = .13) were good predictors of participants’ choice to change their decision.

**Exploratory Analysis: Game Experience and Game Behaviour**

We analysed if the frequency with which a participant plays games had any impact on the way people play. In particular, we conducted a $\chi^2$ in which we analysed the relationship between the frequency with which participants reported playing games (I do not usually play; I play sometimes and I reserve some of my time to playing games) and their intention to repeat the same game strategy that they used in the storytelling scenario if they were given the opportunity to play again. However, our analysis did not reveal any significant differences ($\chi^2(2) = 4.48; p = .11$). Among the participants who won the game, 24% reported that they would probably go for the same path if they could play again, and 15% would opt for a different path. Among those who lost, 17% would likely follow the same path, and 44% would choose another path.

Moreover, we also analysed the difference between the everyday level of assertiveness reported by participants and their evaluation of their level of assertiveness on our game scenario. To do this, first, we assessed the normality of our variables with a Kolmogorov-Smirnov test ($K-S(61) = .09; p = .200$) for the assertiveness in the pre-test and ($K-S(61) = .13; p = .012$) for the post-test. Finally, we performed a paired sample t-test comparing the assertiveness levels reported by the participants. The t-test results show statistically significant differences between the assertiveness reported in the pre and post-questionnaires ($t(60) = -4.55; p < .00$). Plus, the assertiveness reported by the participants before the interaction with the NPCs ($M = 3.39; SD = .48$) was lower than the level of assertiveness that they reported during the game ($M = 3.83; SD = .34$).

In addition, we also tested the relationship between the level of assertiveness in everyday scenarios of the participant (high or low) and their preference towards a specific robot and found that, in our sample, these variables seem to present an independent distribution ($\chi^2(3) = 4.48; p = .214$). As an exploratory analysis, we also analysed participants preferences towards each of the NPC according to the outcome of the game (win or lose) and found no differences in participants’ preference towards the assertive or the less assertive robot ($\chi^2(2) = 1.16; p = .56$).

**DISCUSSION**

Our study yielded interesting findings regarding how the display of personality traits by robotic NPCs can influence the player’s emotional state and the participants’ levels of assertiveness during a game that demands decision-making actions. Our results from the manipulation verification revealed that the players that interacted with NPCs with different assertiveness levels could understand that they were in the presence of NPCs with distinct traits. This finding validates our trait manipulation, reinforcing the fact that the configuration of a high level of assertiveness and low level of assertiveness suggested in [49] contributed to this clear distinction between the NPCs. This finding can be useful, for instance, in scenarios in which the game developer wants to persuade a player to accept a specific mission or to follow a determined path.

Plus, our findings also suggest that participants report more positive emotional responses towards a NPC that displays low levels of assertiveness. This is contrary to our H1, which predicted participants’ would respond more positively towards robotic NPCs displaying high levels of assertiveness. Although future investigation is necessary to fully explain this finding, one possible explanation is that participants perceived the high assertiveness robot as being more overbearing or pushy than the low assertiveness robot. However, we found no difference in terms of negative emotional responses. The lack of an effect here, symmetric to the one found for the positive emotions, might have been due to a floor effect, given that the negative feelings towards the robots reported by participants were very low (below the middle point of the scale).

Furthermore, we also observed that participants who interacted with robots displaying different levels of assertiveness (high or low) changed their decisions in the game more often than those who interacted with robots displaying a neutral level of this trait. These results provide evidence in favour of our H3 and are congruent with past literature demonstrating that virtual and embodied characters can be perceived and responded to in similar ways to their human counterparts and can thus, be effective persuaders [59, 45]. However, we did not observe an effect of the level of assertiveness displayed by the robot. Indeed, despite the fact that the persuasion strategies adopted in this study took into account the player’s personality, the number of effective persuasion attempts were low in comparison with the total number of attempts.

In the majority of cases where the robots’ persuasion attempt was successful (as measured by the participant changing his/her decision), the persuasion attempt conducted by the robot went in a direction that was parallel to the personality of the users, thus serving as a reinforcement to their behavioural tendencies. Reviews of the previous research on persuasion have consistently modelled persuasion (i.e. the degree of oscillation of personal beliefs) as a function of a set of classic variables that included the nature of choice (dichotomous or complex) and the discrepancy between the choice made by the individual and his prior beliefs [17, 16]. These two variables might contribute to explain the difficulty to induce change or persuade an individual to act in ways that are not congruent with his personality observed in this study. In particular, it is thought that a discrepancy between an individuals’ choice and the individuals’ personality might hinder the persuasion process by causing a certain level of cognitive dissonance [17,
In fact, many approaches to increase persuasion leading to effective behaviour have resulted in the development of techniques aimed at reducing proximal and distal dissonance from the decision-making process, in an attempt to increase the effectiveness of the persuasion attempts [17, 27]. In our study, this effect might have been exacerbated by the important nature of the decisions the individual was asked to make (as these decisions could either lead to the success or defeat of his country) and the role that was attributed to him (leader of that country). Furthermore, the fact that the individual was primed to take a position of power (leader) might have also hindered the persuasion attempts conducted by the robot (c.f. [60]).

In addition, some authors have also suggested that the type of decision that the individual is required to make might, by itself, affect the effectiveness of persuasive communication attempts (e.g. [17, 46]). This is particularly true for choices that are presented in a dichotomous manner and that require the individual to locate their decision on an important matter on one of two opposing sides. Models of response or decision that express a nearly continuous array of choices facilitate persuasion by allowing the individual to compromise between two opposing or incongruent points of view [17]. In our scenario, individuals were requested to make binary decisions at multiple points of the interactive story, which might have hinder the effectiveness of the persuasion attempts made by the robots.

Furthermore, our results can also be partially explained by the fact the most of the participants in our study considered themselves to have a high level of assertiveness. In particular, this fact might lessen the likelihood of participants to change their decisions due to previous research that suggests that people who consider themselves more assertive tend to be more confident about their decisions [31].

Regarding the exploratory analysis we conducted, we also observed that the previous level of gaming experience possessed by the participants did not affect their attitudes regarding the re-evaluation of their game strategy. Indeed, even considering the final outcome of the game (winning or losing), we still did not observe a difference in this regard. This might have been partially due to the interactive plotline created for this study, which might have boosted the curiosity and sense of adventure of players. Moreover, this result can also be explained by the lack of a reward associated with the game outcome. All players were explained, at the start of the experiment, that they might have disregarded the game outcome in favour of other strategy-related criteria to re-evaluate their game behaviour.

Furthermore, our results also suggested that there were differences between the self-reported level of assertiveness of participants in everyday life and the levels of assertiveness that they reported in our game. More specifically, participants reported higher levels of assertiveness when playing our game than when they were in other everyday scenarios. These results might be partially explained by a priming effect of the instructions and the role assigned to the participant (i.e. the leader of a country) (c.f. [60]).

Overall, this study provides evidence in favour of the importance of the psychological humanization of robots in gaming contexts, through the display of personality traits. However, it leaves open the question of which task-specific traits present a larger potential to enhance HRI and improve the persuasion abilities displayed by robots. In addition, we also explored the potential effect of the employment of personalised persuasion tactics and, despite not having found any effects in this regard, contribute to the literature by presenting an interactive game scenario that considers the user personality, which can be used in future research.

**FUTURE WORK AND IMPLICATIONS FOR PLAYER EXPERIENCE AND GAME DESIGN**

Games are a useful tool to study a wide range of human behaviours and its use in this context has increased in the last few decades [23]. Moreover, games are also a persuasive form of entertainment for millions of people around the world and have been demonstrated to have potential in areas such as education [41], promotion of healthy behaviours [53, 25] and sustainable habits [36]. Many of these uses for games require the user to make decisions during the game, and many involve the player interacting with others (whether it is other human players, virtual NPCs or in this case socially embodied robots). In this context, we developed a game that attempts to leverage the use of personalized interaction techniques based on the players’ personality (in particular, their level of assertiveness) and we used this game to understand how personalization could improve the robots’ persuasive abilities in the context of the game, as well as the overall game experience.

Our findings revealed that robotic NPCs that displayed personality traits were able to influence the players’ emotional state and their level of assertiveness in the game. These findings can be of use in other areas involving interaction with robots. For instance, previous literature has underlined the potential of robots in improving user motivation in areas like care, education and pro-social behaviours [12]. Robots displaying personality features can be used to augment motivation to engage in this type of behaviours. From a player experience standpoint, the adaptation of the personality traits displayed by the robot to those exhibited by the user can also foster the development of better relationships between humans and robots [63, 18]. This is supported by multiple psychological models that are relevant in the domain of player experience and user satisfaction (c.f. [63]) and thus, is of central importance in the context of game development and evaluation.

In terms of future research, the authors would like to call for future work evaluating how previous findings of persuasion in HRI translate to real-life environments and what are the main ethical implications that should be taken in consideration when developing robots aimed at influencing the users’ behaviour. In
the specific context of games involving robots, further research on the role of the display of other personality traits (such as extroversion or openness) in increasing the effectiveness of persuasion attempts aimed at altering the behaviour or attitudes of users and the quality of their gaming experience is also necessary.
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