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ABSTRACT
This paper describes research aimed at supporting children’s reading practices using a robot designed to interact with children as their reading companion. We use a learning by teaching scenario in which the robot has a similar or lower reading level compared to children, and needs help and extra practice to develop its reading skills. The interaction is structured with robot reading to the child and sometimes making mistakes as the robot is considered to be in the learning phase. Child corrects the robot by giving it instant feedbacks. To understand what kind of behavior can be more constructive to the interaction especially in helping the child, we evaluated the effect of a deictic gesture, namely pointing on the child’s ability to find reading mistakes made by the robot. We designed three types of mistakes corresponding to different levels of reading mastery. We tested our system in a within-subject experiment with 16 children. We split children into a high and low reading proficiency even though they were all beginners. For the high reading proficiency group, we observed that pointing gestures were beneficial for recognizing some types of mistakes that the robot made. For the earlier stage group of readers pointing were helping to find mistakes that were raised upon a mismatch between text and illustrations. However, surprisingly, for this same group of children, the deictic gestures were disturbing in recognizing mismatches between text and meaning.

CCS Concepts
• Human-centered computing → User studies; • Applied computing → Collaborative learning; • Social and professional topics → K-12 education;
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INTRODUCTION
Reading is considered a fundamental and crucial aspect of learning, leading to the acquisition of language, social, and critical thinking skills. While the school systems are designed to provide the fundamentals of reading and related training, repeated practices in school and at home are essential to master this skill, especially for children with reading difficulties. Previous studies suggest that the experience acquired by children in early stages of life has a long-lasting impact on their development [1]. Failing or encountering difficulties in learning literacy can affect the child emotionally. This issue can be addressed or prevented, and some of the ways for boosting children’s self-esteem is to make sure they receive genuine praise based on their success [2]. It is evident that in each class, children learn at different paces and they usually show different levels of progress. Managing children with heterogeneous levels requires either adjusting the material to the child’s level (also called differentiation [3]) or keeping the higher level children within the class average and pushing the lower level ones to catch up [4]. Either method has its own advantages and disadvantages and can create frustration in children who are behind their peers. Children with reading difficulties require more practice and exposure to reading materials [5]. These extra practices should be constructive in both technical and emotional aspects.

One type of additional practices provided for children with difficulties in reading is individual or small group tutoring. Currently, the majority of tutoring is delivered by teachers or skilled peer tutors [6, 7, 8]. Concurrently, there are some emerging new studies providing individual and adaptive tutoring to children using social robots [9, 10, 11]. In this context, robots have been used as a teacher/tutor, learning...
We believe understating this effect can be a building block of work, provide the future developments of our platform, and when and how the robot should use deictic gestures during within a child-robot interaction scenario while it incorporates with varying learning goals. Presently, there are numerous works dedicated to studying the effects of robot tutors in social robotics [12, 13, 14, 15]. On the other hand, little work has been done to study the effect of learning by teaching paradigm in development of reading proficiency. However, the use of learning by teaching paradigm has been explored and studied in different fields such as writing and biology [16, 17].

It is known that designing learning activities with robots requires a precise understanding of the robot’s role and its implications for learning, in our case reading. Nevertheless, it is important to precisely define the role of the robot and its effect on reading, which requires a proper discernment of the reading skill. Reading is a composition of a variety of complex cognitive performances with discrete yet interdependent mental processes [18]. According to Kirby [18] reading in any instance is a function of task difficulty, reader’s skills, and reader’s purpose. Hence, our interaction design should take into account all of these factors.

This paper presents the design of a platform to engage children in a reading while listening (RWL) activity, with the robot reading the text and the child helping the robot in case of making mistakes. The idea is to use learning by teaching paradigm to keep the child motivated and interested in the interaction. However, in our proposed user study, we intend to explore the effect of robot’s deictic gestures during reading on the child. The interaction is designed in a way that the robot makes mistakes and the child corrects them. We want to see how much a deictic gesture such a pointing to text can help the child’s reading while listening (RWL) proficiency. The effect of pointing on the child’s reading, especially on children with reading difficulties and poor readers can provide valuable information in designing reading companions for children. We believe understating this effect can be a building block of designing our reading platform, and informative as to know when and how the robot should use deictic gestures during reading.

In the following sections, first, we present the previous works in human-robot interaction and education alongside the studies that have inspired the hypotheses of our work. Then, we describe the design of our reading platform explaining how the robot and interaction are implemented. After that, we demonstrate the design of our experiment with details about participants, selection of reading materials, design of mistakes, robot’s behaviors and our research hypotheses. Then we present the evaluation of our results for each hypothesis. In the final sections, we discuss the results, reflect on the teacher’s and children’s input, explain the limitations of our work, provide the future developments of our platform, and describe our contributions.

RELATED WORKS
Our study describes the development of a reading activity within a child-robot interaction scenario while it incorporates learning by teaching paradigm. Aligned with developing the robots cognitive abilities, we designed a user study to evaluate the effect of robot’s deictic gestures such as pointing to text on the child’s reading. As a result, we present a review of relevant works done in the field of robots in education and implementations of learning by teaching paradigm in human-robot interaction. Moreover, we look at recent studies on reading and storytelling with a robot. Meanwhile, we also discuss studies on reading detailing methods to evaluate and help children with difficulties. Finally, we give a quick review of the studies evaluating the effect of pointing gestures on learning and performance.

Robots in Education
In the conjunction of human-robot interaction and education, the role of the robots can vary from being a tool for learning certain subjects to agents that accompany the learner in learning environments. Looking closely, it is evident that robot can take on different roles to teach, assist, inspire and motivate the learner. Therefore, a robot can take on the role of a teacher or tutor, a learning companion, or a learner [19, 20, 16]. A study by Kanda et al. [12] using robots as peer English tutors shows different ways children interact with robots and can benefit from them. Long-term interaction studies by Tanaka et al. using QRIO [21] and Hyun et al. using iRobiQ [22], show the level of social interactions between the robot and children. Through these experiments, they provide guidelines for using robots as tutors in the classrooms. On another study by Leyzberg et al. [10] the effect of personalization of a tutor robot on the students’ performance was evaluated. L2TOR by Belpaeme et al. [9] is a recent project focusing on evaluating social robots for tutoring second language to children in early childhood. L2TOR project tries to address current demands and define the pedagogy of a robot-assisted tutoring. Learning a certain subject during the interaction with robots has also been studied [11, 16]. In Brown’s study [11] they used a robot; Darwin, to assist children in solving math questions. In the other hand, hood’s study [16, 23] introduced the CoWriter project focusing on writing activities using the robot Nao. CoWriter is a project that motivates children to help a robot with bad handwriting, and in the process, it engages children into practicing their own handwriting in a more subtle yet productive way as they feel responsible to help the robot. This phenomenon is called protégé effect which emerges through learning by teaching paradigm.

Learning by Teaching
Previous research in education and cognitive sciences suggests that one of the powerful methods of learning is teaching others [24]. The potential of learning by teaching can also be deduced from methods such as peer-assisted tutoring, reciprocal teaching, small group interaction, and self-explanation each of which possesses a certain degree of teaching to others. There is also research demonstrating the positive effect of learning by teaching in computer-assisted learning environments [25, 17]. The effect of using teachable agents during learning activities, on motivation and learning gain of the students have been studied by Chase et al. [17]. They observed students who taught to the teachable agents spent more time on learning behaviors and learned more than students who learned by themselves. Besides, they observed that protégé effect was particularly more helpful to low-achieving students. As a result, an adoption of protégé effect in learning can bring
an intrinsic level of motivation combined with a sense of responsibility for the robot, which can change the experience of learning.

**Reading and Storytelling**

Concerning reading activities, there have been multiple studies focusing on reading or storytelling activities with children aiming to make it more engaging [26]. Storytelling activities consist of telling a story by focusing on education or entertainment or creating a story based on available or given elements. These studies can be divided into three categories: 1) when the robot is reading or telling a story, 2) when the child is reading or telling the story, or 3) when someone else is reading to both of them.

One method suggested to help children with reading difficulties is **Reading While Listening** (RWL). The effect of RWL is shown to be promising for poor readers in improving comprehension, word recognition, reading fluency, acquisition of word meaning, and learning to read [27, 28]. One of the latest studies devising synchronized RWL is by Gerbier et al. [29]. They evaluate the effect of visually highlighting the text as it is being read compared to simple text condition. Their study shows that poor readers tend to benefit more from these visual cues. Another recent example of technology used to assist readers is Phonoblocks, a Tangible User Interface (TUI) for children with dyslexia [30]. In studies using robots, the work by Michaelis and Mutlu [31] proposes an in-home learning companion, in which the child is reading to a robot. They focus on how such companion can help children to expand their reading interests and abilities. **Family Story Play** is another reading platform that uses a digital companion for long-distance reading interaction between children and grandparents [32]. To facilitate the interaction, the platform uses a digital social agent in the form of Elmo to help enriching the interaction between the child and grandparents and strengthening dialogic reading. Storytelling delves into another aspect of interaction with a robot. For a robot to be a good storyteller being aware of its audience is critical. The study by Mutlu et al. [33] shows how the robot’s gaze behavior during storytelling affects the audience’s perception of the robot. Another system providing interactive storytelling is **AIBOStory** which aims to enrich remote communication experiences on the Internet using AIBO robots [34]. In the study by Kory and Breazeal [35], a social robot interacts with children as a peer and plays a storytelling game with them. The interaction is designed to introduce children to new vocabularies in the context of storytelling games. It evaluates the effect of adapting robot’s language level to the child’s learning, complexities of the stories, and similarities to the robot’s stories.

Studies by Pellegrini and Brody [36] and Bus et al. [37] show that parent-child shared book reading can be beneficial for the children’s emergent literacy. However, there are various factors that affect the interaction and its quality, such as the child’s level of competence or parent’s level of adjustment to the child’s needs and problems. These factors make it hard to distinguish between the effect of parent’s behavior on the child or child’s behavior on the parent [36]. MacNeil [38] and de Ruiter [39] have a typology distinguishing different types of gestures used during speech or interaction. Among the different gestures that accompanies human speech, we are interested in deictic gestures that translates to pointing gestures during book reading. Looking at the study by Justice et al. [40], they examine the effect of verbal and nonverbal references by adult during storybook reading on children’s visual attention to the print. The nonverbal references in their case translate to pointing to the print by tracking the text while reading. Their study was conducted with preschool children, concluding that explicit referencing such as pointing increases the children’s visual attention to the print.

While the majority of previous works consider the robot as a learning companion, Kory [35] found that the robot with lesser ability can trigger teaching and mentoring behaviors from children. This behavior is aligned with the studies of the CoWriter project and the teachable agents by Chase et al. [16, 17]. Our project’s aim is to motivate and inspire children to practice more, to challenge them, and to improve their self-confidence especially for children with reading difficulties. Our robot plays the role of a learning companion, which encompasses the learning by teaching paradigm within its premises. When the robot is reading to children, the idea of correcting the robot pushes children to read alongside it, which creates a Reading While Listening (RWL) experience. While none of the previous works concerning reading and storytelling in robotics studied the effect of pointing with a robot, a study by Sharma et al. [41] analyzed the effect of deictic gestures on video lectures from MOOC. In their study, they investigate if augmenting a video with deictic gestures or with the teacher’s gaze could increase the students’ learning gain. They obtained significant results for the gaze cues only but the deictic modality also showed higher student performances. In this study, we use this learning by teaching setting to explore specifically the effect of robot’s deictic gestures on the child’s concentration of the reading task. To evaluate it, we use the proportion of correctly identified robot’s mistakes as a measure of child performance.

**DESIGN OF THE COREADER PLATFORM**

The CoReader platform, shown in Figure 2 supports the collaborative reading of stories between a child and a robot. The platform consists of a Nao robot, a paper book, and three tangible feedback buttons. During the interaction, child and robot are sitting beside each other facing a book at an angle between 30 to 50 degrees, which is considered to be a side-by-side F-formation [42]. The interaction is designed to be simple and understandable for children. The robot interacts with the child and reads the chosen book, sometimes with mistakes. To correct the mistakes of the robot the child can use the buttons. At some point the child can also read the book.

The whole system is implemented using the Robotic Operating System (ROS) and is totally autonomous. The use of **Augmented Reality Tags ARTags** package allows a flexible selection of books, as really few and simple modifications are required for each book (sticking the visual tags), beside
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associating the book text to the corresponding visual tag. It also implies low costs as neither complicated programming nor costly modification of the books is required.

The feedback buttons are placed in front of the child to facilitate his/her interaction with the robot as shown in figure 1. It provides actions such as informing the robot of its mistakes (red button), asking the robot to repeat a page (yellow button) and giving positive feedback to the robot (green button). Red button can be pressed at any moment when the robot is reading to inform about mistakes. Right after receiving a signal from the red button, robot reacts to its mistake by verbal, physical, and emotional gestures (through changing eye color). The child informs the robot of the correct word and then the robot repeats reading the page, this time correcting its mistake. The yellow button, for repeating, can also be pressed at any time. After receiving a repeat signal, the robot stops reading in case it was in the middle of the text and repeats from the start of the page. The green button can be used at the end of each page to inform and praise the robot of its success when it doesn’t make any mistake. Pressing this button is followed by robot’s reaction with happy verbal, physical, emotional gestures.

The robot can express itself through a mixture of verbal and expressive actions which are a combination of the robot’s movement and dialogues acts. These allow for the robot to express its understanding of making a mistake and its happiness of being correct after being praised. To convey an emotional response of each reaction, we use the robot’s eyes to imitate human emotions, considering that the Nao robot cannot render facial expressions. For this purpose, we apply the LED patterns created and evaluated by Johnson et al. [43] allowing to express six basic emotions. In our study we only use surprise and sadness for reactions after making a mistake and happiness for reactions after being praised.

The interaction as a whole was designed to be simple and understandable for children. In the beginning of each session, the robot introduces itself, expresses its desire to read the book, but it also explains that sometimes it needs help when it makes mistakes. Before the start of the interaction, each child is informed of how the interaction flows, how to use the buttons, and his/her role in helping and correcting the robot in case of making mistakes. If the robot makes a mistake and the child doesn’t recognize it, the robot keeps that state in memory and makes that mistake again if it is asked to repeat the page afterwards. For assessment purposes, the child is not informed about the mistakes that he/she didn’t recognize, and the interaction will be carried out regardless of recognition of mistakes.

**EXPERIMENT DESIGN**

**Participants**

The study involved 22 typically developing children between the age of 6 and 7 (11F, 11M) selected from second grade in an international school in Switzerland, participated in a within-subject experiment. Each child interacted with the robot during two sessions of around 30 minutes in two different days. The children were divided into two groups according to their reading level by their teacher. We refer to these two groups as **Low** and **High** level. We used the Oxford Reading Tree series to assign an appropriate book to each group based on their reading level (**Low**: stage 4 of Oxford Reading Tree and **High**: stage 7 of Oxford reading tree). According to the teacher, as soon as children in the Low level are proficient in their level they are promoted to the higher levels. The **Low** group consists of 9 children (5F, 4M) and **High** level of 13 children (5F, 8M).

Regarding the children’s profile participating in this experiment, all of them were selected from the same class, working with the same teacher. This is important in a sense that they were exposed to the same learning methods. The separation of the children into two groups were based on the teachers assessment of their reading skills. However, such separation only exists in the class during reading sessions to adjust the level of the book to the child. According to the teacher, “pointing gestures were instinctively used to direct the children’s attention as they decode words and then sentences”. “At the beginning it is very important to guide the children through the reading process.” Most children drop the pointing technique as they become more confident readers. However, children with attention problem still benefit from this technique. Furthermore, all children are used to the pointing technique, some need the teacher to use pointing for them, some use their own fingers to point as they decode, and some don’t seem to need it at all.

**Reading Material**

The books were selected after discussion with the primary school teacher and based on the children’s reading levels and potentials. Considering the design of the experiment, we selected a book one stage higher than the current level of the children for three reasons. Firstly, to make the book challenging for the children; secondly, to keep children more interested in the activity, considering that it is easier to follow text when someone else is reading it for you; and finally to make sure that the child had not read the book before.

For the **Low level** group, a book from stage 5 of the Oxford Reading Tree with 24 illustrated pages was selected. It was divided into two equal parts, one was read on the first day of the experiment and the other on the second day. On Day 1, October 22, 2018.
the robot was reading 9 pages of the book and upon reaching
the 10th page, it announced to be tired and asked the child
to continue reading until page 12th. In the second day of the
experiment, the robot welcomed back the child and showed
its excitement to know the end of the story. In the same
manner, robot read 9 pages and the child finished to read
the 3 remaining pages of the book. The same procedure was
carried out for the High-level group, except that they read a
stage 8th book, with 32 pages 3. With the same principle, robot
reads 10 pages of the book and the child read the rest of the
book until page 16 on the first day (and the same number on
the second day until the end of the book).

Mistakes Design

The goal of the scenario is to engage children in reading with
the robot while challenging them to read the text alongside and
at the same time correct it. To achieve this, the robot should
make mistakes while reading, to give the opportunity for the
child to correct it. As such, the design of the mistakes made by
the robot was an important part of our work. We considered
that the robot should exhibit similar mistakes as a child with
reading difficulties. As such, we relied on to the body of work
on Miscue Analyses by Kenneth Goodman [44, 45] where
a taxonomy to analyze the readers’ deviations from the text
(called miscues) was proposed.

According to the Simplified Miscue Analysis (SMA) by
Cunningham [46] miscues made by a reader can be analyzed
through 4 questions. We used the first 3 questions from SMA
to design our robot’s mistakes.

The questions from SMA examine the miscues based on
similarity to the original wording, change in syntax, and
change in meaning. These questions led us to define a property
called the level of mismatch in designing the robot’s mistake.
Furthermore, since we are working on books with images,
we are also interested in adding a type of mistakes defined
as a mismatch with illustrations. This type of mistake was
added to check the children’s attention to the illustrations and
the reading, and they are easier to recognize. As a result we

designed 3 types of mistakes based on the different types of
mismatch.

Type-1 mistakes are defined as any mismatch between the
wording and the book’s illustrations. An example of this type
is when the robot reads elephant instead of penguin while
there is an image of a penguin in the book.

Type-2 mistakes (question 3 from SMA) are contextual
mistakes and correspond to a change in the meaning of the
sentence after being replaced with another word. One example
is saying start instead of stop in the text. Mistakes of Type-1
can also change the context at times, but since they are
recognizable through images, the priority is to categorize them
as Type-1.

Type-3 mistakes are defined based on the questions 1 and
2 from SMA and deal with pronunciation or syntax issues.
These mistakes look like the original wording but have the

<table>
<thead>
<tr>
<th>Mistake Type</th>
<th>Description</th>
<th>Correct Sentence</th>
<th>Mistake</th>
</tr>
</thead>
<tbody>
<tr>
<td>TYPE-1</td>
<td>Mismatch with illustrations</td>
<td>They saw a rainbow across the sky.</td>
<td>sand</td>
</tr>
<tr>
<td>TYPE-2</td>
<td>Mismatch with meaning</td>
<td>They played in the snow.</td>
<td>stayed</td>
</tr>
<tr>
<td>TYPE-3</td>
<td>Mismatch with pronunciation</td>
<td>Play in all the colors.</td>
<td>color</td>
</tr>
<tr>
<td></td>
<td>or slight variation of the</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>word</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Different types of mistakes designed for the experiment with examples

<table>
<thead>
<tr>
<th>Level</th>
<th>Day 1</th>
<th>Day 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Book</td>
<td>Condition</td>
</tr>
<tr>
<td>Low</td>
<td>stage 5</td>
<td>with pointing</td>
</tr>
<tr>
<td></td>
<td>part 1</td>
<td>without pointing</td>
</tr>
<tr>
<td>High</td>
<td>stage 8</td>
<td>with pointing</td>
</tr>
<tr>
<td></td>
<td>part 1</td>
<td>without pointing</td>
</tr>
</tbody>
</table>

Table 2: Plan of the experiment with a counterbalanced within-subject Design

wrong pronunciation of the word. One example is reading
the past tense verbs such as jumped /dʒʌmp/ with wrong
pronunciation such as jumped /dʒʌmp/.

We also include mistakes that slightly modifies the original wording with changing the syntax to this type. One example is modifying the end of the verb from -ed to -ing, or similar modifications, or changing the original wording from singular to plural or vice-versa. We design these types of mistakes, due to the fact that they can be recognized through pronunciation or understanding the syntactical changes. Table 1 shows each type of mistake with a sample that was used in the user study.

Experimental Design

We design different criteria to define and develop different behaviors of the robot that can help the interaction and learning. One of the important aspects of reading together is establishing joint attention. Tomasello [47] believes joint attention should be perceived beyond simultaneously looking and orienting to an object or location. It should be expanded to a mutual awareness of the two parties of each other’s attentional state to the same subject and monitoring the other’s attention. This requires the robot to be able to initiate joint attention (IJA) with the child, respond to joint attention (RJA) cues from the child, and ensure it (EJA) during the interaction [48, 49, 50]. Methods aiming at initiating joint attention embrace deictic gestures, such as pointing. Breazeal et al. [51] suggest that implicit non-verbal communication positively impacts human-robot task performance. This leads us to examine the effect of pointing gestures to the text during reading.

To understand the effect of pointing on the child’s focus and attention to the text, we designed an experiment with
two conditions and with pointing gesture as the independent variable. In one condition the robot executes pointing and looking at the text and in the other condition the robot does not points and expresses itself only by looking at the text. In order to avoid any grouping bias in with pointing and without pointing conditions, the experiment has a counterbalanced within-subjects design. Each child goes through the two conditions on two different days. Apart from pointing conditions, other conditions are the same for each level. As explained earlier, each level has its own book that corresponds to the children’s reading level. For the Low-level group, besides using an adapted book, the Nao robot’s reading speed is decreased to 60% of its normal speed. On the other hand, for the High-level group, with more reading proficiency, the robot’s reading speed is adjusted to 80% of its normal.

As explained before, there are three types of mistakes. During the experiment on each day, the robot makes 12 mistakes per book, which are carefully designed and randomly positioned throughout the text.

**Experiment Measures**
In order to assess the impact of the pointing on the situation, we measured how many corrective feedbacks the child would give to the robot. We defined the measure *Correction Percentage* to be the main measure of this experiment, assessing the percentage of correction made by the children. However, children could make good and bad corrections. As such, a correction is considered *True Positive* if the robot makes a mistake and the child corrects it. *True Negative* occurs if the robot doesn’t make a mistake but the child considers it as a mistake. If the robot makes a mistake but the child doesn’t recognize the mistake it is considered *False Positive*. For the analyses when measuring the correction percentage, we only considered the *True Positive* and *False Positive* occurrences.

**Research Hypotheses**
H1 : The robot’s pointing gesture has a positive effect on the children’s performances in recognizing and correcting the mistakes. We expect to see children in the "pointing condition" to show better performances in correcting the mistakes compared to the "not pointing condition".

H2 : The robot’s pointing gesture affects each type of mistakes differently. We expect to see better performances on Type-1 mistakes compared to Type-2 and Type-3 as the pointing gesture of the robot can bring the child’s attention to the images.

H3 : The robot’s pointing gesture is more effective to help children in the lower level than in the higher level.

**Validation Check for Mistake Types**
As explained before, design of the mistakes is one of the important parts of this work. Mistakes are not just recognized by reading the text. Other aspects such as images, context, syntax, and pronunciation can also help the child to recognize them. While a combination of good reading proficiency, careful reading, and simultaneously listening to the robot should guarantee the detection of any mistakes, it is reasonable to consider additional means that can help the child to recognize the mistakes as an influential factor. And these additional methods became our basis to design and categorize the mistakes.

In Figure 3, we display the children’s success in correcting each type of mistake regardless of their book level and robot hand condition. The figure shows that Type-1 mistakes have the highest correction percentage and Type-3 have the lowest. The correction analysis reveals that our mistakes design has been in accordance with our design implications. Pearson’s Chi-squared test shows no significant difference between correction of Type-1 and Type-2 mistakes ($\chi^2 = 2.2037, df = 1, p-value = 0.1377$), as well as Type-2 and Type-3 ($\chi^2 = 3.273, df = 1, p-value = 0.07043$). However, the difference between recognizing Type-1 and Type-3 is significant with ($\chi^2 = 11.604, df = 1, p-value = 0.000658$).

Regarding the Type-1 mistakes, we can say, since they were recognizable from the illustrations, most children were successful in recognizing them. This is in aligned with our expectations regarding this type of mistakes. On the other hand, Type-2 mistakes had a lower correction percentage compared to Type-1 mistakes, considering that they mismatched with the meaning. We expected to find that the mismatch with images to be easier to detect than mismatch with meaning, and the results seem to be in line with this assumption. Type-3 mistakes are a bit more complex, as these mistakes have either slight or no deviation from original wording and their differentiation comes in either change in pronunciation or ending of the word. Thus, recognizing them requires having good reading skills, and good knowledge of words’ pronunciation. As we expected, this type of mistake was the hardest to recognize by the children, who exhibited their lowest performance. In conclusion, the results seem to agree with our design assumptions regarding the mistakes levels of difficulty. We will discuss more on the interaction of mistakes’ types with other experimental conditions in the results section.

![Figure 3: Validation check for the types of mistake. ***p < 0.001.](image-url)
RESULTS
On the first day of study, 22 children participated in the experiment. However, on the second day, 2 children from the Low-level group and 2 children from the High-level group were absent. Furthermore, 2 children from the 18 participants who repeated the experiment were removed due to loss of data logs. The final results are obtained from 16 participants. Considering the within-subject design of the experiment, we checked if there was any effect between the first and second day of the experiment. The analyses shows no significant difference between days ($\chi^2 = 0.5537, df = 1, p-value = 0.4568$).

H1 : Effect of Pointing on Correction
Figure 4 shows the correction percentage according to the pointing conditions. Pearson’s Chi-squared test with Yates’ continuity correction is used to evaluate the difference between the two conditions. This test shows no significant difference between pointing and not pointing conditions ($\chi^2 = 0.68952, df = 1, p-value = 0.4063$). Considering that our main hypothesis is to show that pointing improves children’s performance in reading and recognizing the mistakes, no significant difference is observed, hence our first hypothesis is rejected.

H2 : Interaction Between Pointing and Mistake Type
Figure 5 demonstrates the correction percentage for each type of mistake for both pointing conditions. In particular, the interaction between mistake types and pointing conditions is presented here. We can observe that children in the pointing condition show much higher performances in correcting Type-1 mistakes. This difference in performances for Type-1 mistakes is significant based on Pearson’s Chi-squared test ($\chi^2 = 11.389, df = 1, p-value = 0.0007388$). This result proves our second hypothesis that pointing gesture is most effective on the mistakes recognizable through illustrations. The differences for Type-2 and Type-3 mistakes between two pointing conditions are not significant with following test results ($\chi^2 = 0.19996, df = 1, p-value = 0.6548$) and ($\chi^2 = 0.53361, df = 1, p-value = 0.4651$) respectively. Nevertheless, we will still explore the interaction between pointing conditions and mistakes types in more detail in the next section when we also group the result based on the children’s reading level.

H3 : Interaction Between Pointing and Reading Level
In this section, we divide the results based on the children’s reading level. We have already discussed the interaction between pointing conditions and mistake types for all of the children in Figure 5. In Figure 6, we present the interaction between the pointing conditions and mistake types separated according to High and Low-levels.

Figure 6a, for High-level group, shows that children in the pointing condition are more successful in correcting the robot when it makes Type-1 and Type-2 mistakes. Pearson’s Chi-squared test shows a significance of *$p < 0.05$* for both Type-1 and Type-2 mistakes with ($\chi^2 = 4.2741, df = 1, p-value = 0.0387$) and ($\chi^2 = 6.1791, df = 1, p-value = 0.01293$) respectively. The success in correcting the Type-1 mistakes corresponds to our second hypothesis. And for Type-2 mistakes, we can say that pointing could have helped the High-level children to be more concentrated on the story and context. There is no significant difference in correcting Type-3 mistakes between the two pointing conditions ($\chi^2 = 0, df = 1, p-value = 1$). We can deduce that children who are proficient in reading benefit more from the pointing condition in correcting Type-1 and Type-2 mistakes.

Figure 6b shows the performance of the Low level group. We observe that this group was differently affected by the pointing conditions. They showed a better performance for the Type-1 mistakes and lower performance for the Type-2 and Type-3 mistakes, in the pointing condition. In the pointing condition, children were significantly better in recognizing the Type-1 mistakes ($\chi^2 - squared = 31.845, df = 1, p-value = 1.67e-08$). This is aligned with the result of our second hypothesis. However, surprisingly, pointing gestures had a negative effect on the recognition of Type-2 mistakes. The difference between
the two conditions for Type-2 mistakes is significant with $p < 0.05$ using Chi-squared test ($\chi^2 = 6.2267, df = 1, p-value = 0.01258$). As it will be discussed later, the justification can be that children in the Low-level group may have been distracted by the pointing gestures. Moreover, similar to the previous results, pointing doesn’t have a significant effect on children finding Type-3 mistakes ($\chi^2 = 2.6466, df = 1, p-value = 0.1038$).

We can conclude that children at both levels can benefit from pointing gestures when having to recognize mistakes that are a mismatch with the image. However, pointing seems to distract children in the Low-level group from comprehending the text. And as a result, in the pointing condition, they achieved a lower performance in recognizing mistakes when there was a mismatch with the meaning of the text.

**DISCUSSIONS**

**Pointing Gestures**

The main goal of this study is to evaluate the effect of pointing gesture by a robot in a reading activity with a child peer. The result from our user study shows that overall the pointing has some significant, yet diverse, effects on the children’s reading, and particularly on their capability to detect and correct the robot’s mistakes. Our findings are aligned with the results from Justice et al. [40], that explicit referencing to the print such as pointing increases the children visual attention to the print. However, we notice that the pointing affects mistake recognition differently based on the type of mistake and based on the children’s proficiency in reading. We observed that pointing has a significant effect in recognizing the mistakes that are a mismatch between text and images, for both reading levels. The effect on this type of mistakes is more significant for early readers compared to children who are more proficient in reading. On the other hand, for the mistakes that are a mismatch between text and meaning, pointing has a different effect on children in Low-level compared to High-level. While pointing helps children with High-level proficiency to recognize the mistakes related to the meaning, it has a significantly negative effect on Low-level children. Presumably, while the robot pointing gesture brings the child’s attention to the images, it may also distract them from comprehending the context, thus leading to a negative result. This can also be confirmed from the observations made, that some children in the pointing condition were actually looking at the robot’s hand and were curious about it, rather than following the story and its reading. Subsequently, pointing does not have a significant overall positive effect on recognizing mistakes that are a mismatch with pronunciation or syntax.

**Teachers’ Input**

One important aspect of this type of studies is the teachers’ feedback. In general, the teachers were really cooperative and interested in the project. They were willing to let the experimenter attend the class to become more familiarized with the classroom and the methods they used. When we explained about the general idea and the concept of the robot reading to the child, they were very positive and considered that challenging children with one level higher book was indeed a good idea. Regarding the development and design of the mistakes, they provided us with relevant input about the common mistakes that children usually make during reading. Their suggestions were incorporated into the design of the experiment. There was also a suggestion about adding more modes of interaction between the child and the robot, and thus enrich the whole experience. The idea comes from the fact that when children have a problem reading a word, especially in the Low-level group, they start deciphering the word letter by letter and by sounding each letter. Usually, when a child starts deciphering, they either recognize the word and read it successfully or they get help from the teacher to complete the word. Some new types of interaction that could help this process would be very useful. In fact, the proposed idea was to incorporate the deciphering mode into the robot and let the child be the one who would help the robot to read the word.
Children’s Input
Basing our study on the learning by teaching paradigm, we figured informing children of their role during the experiment is a fundamental component of this experiment. Children were aware that they would be helping and correcting the robot and they were pretty excited about the interaction, especially the idea of being a teacher for the robot. Children were selected randomly from the class and had a one-to-one interaction with the robot. They were as excited about working with the robot in the second session as they were in the first one. After the end of the second session, nearly half of the students were asking about when there will be the next session. Some children were suggesting which book they want to read in the next session, with the statements such as “Can we have another book, the other time?” [Experimenter : Yeah, sure what book do you like?] another adventure. I like adventures, about Gazelles, I love Gazelles, that’s my favorite animal”. Or some children had a long interaction with the robot before they leave the room, about seeing it in the next session. “Are you gonna have a third test? [Experimenter : not now] When will we have the third test, when everybody has the second test? [to the robot] See you in the third test”. Some of the interesting reactions from the children were about the robot’s progress in reading and their concern that if the book was too hard for the robot. Occasionally they were suggesting about how much the robot should practice reading by saying “He need to read easier books” or “He get better if he reads 10 books [experimenter : In a day! ] aaah... in a week”.

Regarding the mistake types, children were sometimes amused by the Type-1 mistakes and for them, it was interesting that the robot makes such mistakes, yet they were very understanding about it. In addition, while attending a reading session with the class, the experimenter had observed children with lower reading proficiency make similar types of mistakes. As mentioned earlier, some mistakes were suggested by their teacher and inspired by the common mistakes that the children make during reading. For these mistakes, some children were quick to figure out the association as they probably heard them before. For example, when the robot said saw instead of saw there were cases who understood the robot is reading the word backward or mentioned some of their peers make similar mistakes.

Limitations
Our study has its own set of limitations, that should be considered in the interpretation of our findings. We explain these limitations here and how we try to overcome them, in our future development section.

Limited number of participants : We found the participants of this user study by first having pilots on the first and third graders, in order to improve our design and find the right audience. As a result, we targeted one classroom in the second grade, to have a homogeneous level of children, considering different classes have different learning structures and speeds, and we wanted to have a comparable group of students. However, we are fully aware that a larger number of participants gives more validity to the results. Our main goal is to train and develop our platform for a broad audience and users. As a result, we will try to gradually expand our set of participants in the future studies.

Limited number of reading sessions : One of the goals of our platform is to provide a sustainable interaction. It is important to increase the number of sessions to observe the children’s behavior over the sessions. We are aware that children’s performances, in the first few sessions, can be affected by the novelty effect of using a robot. Due to limitations imposed by other factors and school curriculum, we were only able to have two sessions per child in this user study. However, we are trying to develop a more sustainable system for long-term interactions. By upgrading the system, providing a more robust learning objectives, and integrating the inputs from previous studies, teachers, and children we can plan for long-term user studies.

Limited modes of interaction : In this user study, we only had one mode of interaction and one measure which was correcting the robot. We are planning to develop and integrate new modes of interaction in our future studies. We have already tried using one mode of interaction that requires speech recognition in one of our pilot studies. Considering this mode requires more development and preparation, due to issues with speech recognition for children, we will try to work around it for our future developments. Our suggestions and plans to increase the modes of interactions will be discussed in more detail in the future development section.

Fixed mistakes : In the current experiment, the mistakes were designed by the experimenter following our design guidelines. The goal was to test our design structure for creating and implementing the mistakes into the system in order to evaluate and improve it for future. We will make the design of the mistakes more automated in the future, and try to generate an algorithm that is adjustable to different factors such as difficulty and the child’s level.

Scripted interaction : The current interaction was autonomous and scripted, which can work for a limited number of sessions. But, by increasing the number of sessions, we need to make the robot’s behavior more diverse and flexible. The idea is to expand the range of the robot’s behaviors in conjugation with the new modes of interaction.

Future Developments
This platform is designed with the idea of providing a reading companion for children. It is supposed to be complementary to their existing practices and accompanies them in early stages of learning, especially for children with reading difficulties. Based on the user study and our goals, there are four main development points that we are willing to make.

Developing Adaptive Pointing : Our observations and results from the user study show that continuous pointing gesture has diverse effects on the children’s attention to reading. While it can be constructive in some aspects, it can also be distracting in some other aspects. As a result, we decided to design an adaptive pointing system based on the positive and negative effects of pointing. According to our observations, sometimes children in not pointing group were getting lost not knowing which page the robot was reading. As a result, they either
asked the robot to repeat or considered it as a mistake. For these reasons, we will keep the pointing as a more informative gesture from the robot to inform the child on the correct page, to bring the child’s attention to reading when they are distracted, and to point at words that are harder to read.

**Increasing Modes of Interaction**: Considering that correcting the robot’s mistake is just one mode of interaction, we have lots of possibilities to design other modes of interaction in this context. These new modes can be inspired by the children’s reading habits, such as when they decipher the text to read a new word, or when they ask someone else to read a word for them. We have already designed the version when the robot sometimes asks the child to read a word, but we haven’t included it in our current user-study due to issues with speech recognition for children. However, we are planning to integrate this mode into our future interactions. Another mode of interaction would be when the robot starts deciphering the word and hesitates to read it, in order for the child to help the robot to pronounce the word correctly. These new modes of interaction may need their own deictic gestures, which can be more informative and different from the continuous pointing gesture we tested in this study.

**Adapting the Mistakes to the Child’s Level**: One important aspect of this interaction is the children’s perception of being the teacher. Therefore, when the child corrects the robot, it seems essential that the robot shows some improvements. In the current study, as a design feature, the robot doesn’t make any mistake on the last page in each session, to give the impression of improvement to the child. We would like to make two main improvements to the system directed to this aspect. First, to adapt the mistakes types and difficulty to the child’s level of reading. This can be achieved by analyzing the child’s reading style using eye-tracking in an initial reading or by the type of mistakes he/she makes during reading. Moreover, we can also customize the mistakes to the types that the child does or does not recognize. Such adapting system can also help the robot to switch between different modes based on the child’s strengths and weaknesses, to challenge them more. Second, to adjust the number of mistakes based on the child’s performance in real-time. Especially to decrease the number of mistakes or certain types of them when the child has a good performance to give an illusion of improvement in the robot.

**Integrating Eye-Trackers**: Having adaptive pointing gestures call for providing more information to the robot regarding the child’s real-time attentional state. Robot’s knowledge of the child’s attentional state can help it in achieving joint attention. There have been numerous studies on joint attention between human and a robot. A robot with such a knowledge is able to initiate joint attention (IJA) with the child, respond to joint attention (RJA) cues from the child, and ensure it (EJA) during the interaction. As a result, the interaction becomes more robust and autonomous. For these reasons, we are interested in using eye-tracking glasses and integrating eye-tracking data into our robot. Such implementation consequently benefits our previous remarks on the future development of our platform.

**CONCLUSIONS**

Our work builds upon a growing body of literature on robotics in education, in more detail as a learning companion and particularly reading activities. We tried to understand the building blocks of reading as a fundamental skill and suggest an interaction model inspired by miscue analyses in reading. Furthermore, we tried to channel the learning by teaching paradigm as a way to keep children motivated to engage in the reading activity and to become more responsible for the robot. The main contribution of our study is to provide an understanding of the effect of pointing on reading in similar scenarios. In order to help children in early stages of reading or with difficulties, it is essential to provide certain type of assistance only after careful examination regarding its effects. We have observed, deictic gestures such as pointing affect children differently based on their reading proficiency. Pointing gestures can be beneficial for children in directing their attention to illustrations and helping them correcting mistakes associated with that. However, we can conclude that pointing gestures might be distracting for children with low reading proficiency, preventing them from comprehending the text and recognizing mistakes related to that.

**SELECTION AND PARTICIPATION OF CHILDREN**

22 children, aged 6 to 7, participated in the study reported in this paper. All of them were from the same school and were recruited from teachers who showed interest in project. All students provided verbal assent to participate when the Co-Reader activities were initially described by their teachers, and parents signed consent forms prior to video and audio data collection. Institutional recommendations were followed to insure data anonymization of all logged data.
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