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ABSTRACT
Empathy is a very important capability in human social rela-
tionships. If we aim to build artificial companions (agents or
robots) capable of establishing long-term relationships with
users, they should be able to understand the user’s affective
state and react accordingly, that is, behave in an empathic
manner. Recent advances in affect recognition research show
that it is possible to automatically analyse and interpret af-
fective expressions displayed by humans. However, affect
recognition in naturalistic environments is still a challeng-
ing issue and there are many unanswered questions related
to how a virtual agent or a social robot should react to those
states, and how that improves the interaction. We have de-
veloped a scenario in which a social robot recognises the
user’s affective state and displays empathic behaviours. In
this paper, we present part of the results of a study assess-
ing the influence of the robot’s empathic behaviour on the
user’s understanding of the interaction.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation]: User
Interfaces; I.5.2 [Pattern Recognition]: Design Methodol-
ogy; J.4 [Computer Applications]: Social and Behavioural
Sciences

General Terms
Human Factors, Design, Theory.
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Affect recognition, empathy, artificial companions.

1. INTRODUCTION
Empathy plays an important role in human social interac-

tion. Hoffman [8] defines empathy as “an affective response
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more appropriate to someone else’s situation than to one’s
own”. It includes perspective taking, the understanding of
affective states of others and communication of a feeling of
care [6]. Therefore, empathy is often related to helping be-
haviour and friendship: people tend to be more empathic
towards friends than towards strangers [11].

Although no precise definition of the internal processes of
empathy exists to date, most researchers agree that empa-
thy has at least two phases. First, the assessment of the
other’s affective state and, in a second phase, a reaction (ei-
ther by affective responses or“cognitive”actions) taking into
account the other’s state. Therefore, to endow social robots
or virtual agents with empathic capabilities, we need to (1)
recognise some of the user’s affective states and (2) define a
set of empathic behaviours to be expressed by the robot tak-
ing into account those states. These two phases are equally
important. As discussed by Cramer et al. [5], the incorrect
assessment of the user’s affective states (and consequent in-
appropriate empathic behaviours) can have negative effects
on user’s attitudes towards robots.

Our goal is to develop an empathic robot companion ca-
pable of recognising some of the user’s affective states and
reacting in an appropriate manner. We hypothesise that
with this social capability, users would be willing to continue
the interaction and eventually establish a social relationship
with the robot. To achieve this goal, we are developing an
affect recognition system capable of detecting user’s natural-
istic affective states in a real world environment [3]. Once
our companion is able to recognise some of the user’s affec-
tive states, another important question arises: how can we
use the knowledge about the user’s state to actually improve
the robot’s behaviour? To evaluate the impact of empathic
behaviours on people’s perceptions of robotic companions,
we developed a scenario in which an iCat robot observes a
chess match between two players, and behaves in an em-
pathic manner by commenting the game and disclosing its
affective state. In this paper, we present part of the results
of an experiment conducted within this scenario.

2. RELATED WORK
Previous studies have shown some of the benefits of mod-

elling empathy in virtual agents [12, 13]. Empathic agents
can better relieve user frustration [9, 10], foster empathic
feelings on users [14], assist users in stressful situations [16],
or even provide social support and comfort [1], when com-
pared to agents without empathic capabilities.



In contrast to the extensive list of related work concern-
ing empathy in virtual agents, only recently the first em-
pathic robots started to appear. This may happen due to
the required effort to recognise the user’s affective state in
human-robot interaction. While during the interaction with
virtual agents the user is often in front of a computer and
the affective state can be predicted, for example, by task-
based information that the user provides to the agent or
predefined dialogue utterances, the interaction with robots
tends to be more open-ended and thus perceiving user ac-
tivity becomes a more challenging task. Nevertheless, this
is changing, considering the first working prototypes of au-
tomatic affect recognition using different modalities such as
vision, speech or physiological signals [19].
Most of the research addressing empathy in human-robot

interaction has focused on emotional contagion, which is a
particular aspect of empathy. One of such examples can be
found in [7], where an anthropomorphic robot that recog-
nises a simple set of user’s emotions (through speech) mir-
rors such emotions using facial expressions, while the user
reads a fairy-tale in an “emotional” way.
In the same line of research, Riek and Robinson [17] con-

ducted a study in which a robot with the form of a chim-
panzee head mimics the user’s mouth and head movements.
The results of this study suggest that people interacting with
the facial-mimicking robot considered the interaction more
satisfactory than participants who interacted with a version
of the robot without mimicking capabilities.
More recently, a study assessing the effects of empathic be-

haviours in people’s attitudes towards robots was performed
[5]. The experiment consisted of a video-based survey where
participants saw a four-minute video with an iCat robot
playing a cooperative game with an actor. The robot dis-
played inaccurate or accurate empathic behaviour towards
the actor (depending on the control group). Results indi-
cate that inaccurate empathic behaviours have significant
negative effects on user’s trust towards robots. Also, the
relationship between the robot and the actor was perceived
as closer by participants who watched the robot displaying
accurate empathic behaviours. This study is similar to the
one that will be presented in this paper, but with some key
differences in the interaction. The evaluation in this earlier
study was video-based, whereas in this paper’s study sub-
jects interacted directly with the robot and the interaction
lasted at least one hour.

3. SCENARIO
We developed a scenario where the Philips’ iCat robot [18]

observes the chess game between two players, reacting emo-
tionally and commenting the moves played on an electronic
chessboard in an autonomous way (see Figure 1). The robot
treats the two players differently, empathising with one of
them - the “companion” - and behaving in a neutral way
towards the other player - the “opponent”.
To empathise with the companion, the iCat uses a role-

taking approach. After every move played on the chess-
board, the robot assesses the companion’s affective state
by appraising the contextual information obtained from the
game. A previous study has shown that, in a game scenario
context, the state of the game is relevant to discriminate
the valence (positive or negative) of the player’s affective
state [2]. In the future, we intend to combine this informa-
tion with the affect recognition system that we are develop-

Figure 1: Users interacting with the iCat.

ing, which also takes into account visual information such
as smiles, head movements and other facial features [3].

After analysing the state of the game using a chess heuris-
tic function in the perspective of the companion, the iCat
predicts the companion’s affective state and updates its own
affective state accordingly. This way, the robot’s facial ex-
pressions will be congruent to the companion’s possible af-
fective state, and the comments vary whether the move was
played by the companion or by the opponent (for more de-
tails on the generation of the robot’s empathic behaviours
please see [15]).

When the iCat comments the companion’s moves, the
comments are much more empathic, in the attempt to moti-
vate and encourage the companion (e.g. “you’re doing great,
carry on!”, “don’t worry, you didn’t had better options”, ...).
When the iCat comments the opponent’s moves, the utter-
ances merely indicate the quality of the move in a very neu-
tral way (e.g. “not a very good move”, “you played well this
time”, ...). Also, during the game, the robot looks at the
companion two times more than it does to the opponent
and, while commenting the moves, it uses the companion’s
name more frequently (also two times more). The empathic
and neutral behaviours displayed by the robot were inspired
on characteristics of empathic teachers [4].

4. STUDY
The objective of this experiment was to evaluate people’s

perceptions of an empathic robot. Forty subjects took part
in the experiment (36 male and 4 female, ages ranging be-
tween 18 and 28, mean age 21.5). All participants were
undergraduate or graduate students recruited via email who
knew how to play chess and had never interacted with the
iCat before.

Participants were paired up based on their availability
and, at the assigned schedule, they were asked to play an
entire game against each other, having the iCat on their
side commenting the moves. At the end of the game, sub-
jects were guided to a different room where they answered
a friendship questionnaire and filled in a set of open-ended
questions to assess which goals and expectations participants
had when interacting with the iCat (“I liked that iCat...”,
“When I played bad, iCat...”, “When I played well, iCat...”,
“When I was feeling insecure about the game, iCat...” and
“What would make me interact with iCat again is...”).

Two different conditions concerning the iCat’s behaviour
were evaluated. Players towards whom the robot behaved in
an empathic manner belong to the empathic condition, and



Figure 2: Most frequent answers to the open ques-
tion “I liked that iCat...”.

the remaining players belong to a control group (neutral).
This means that we have 20 subjects in each condition.

4.1 Results
In this subsection we present the most interesting findings

collected from the open questions that subjects were asked
about their experience with the iCat. As we are working
with qualitative data, the corpus was analysed manually.
For each question, the similar responses were categorised
and associated to a label. After that, the frequencies of
these categories were analysed for each condition (neutral
and empathic).

4.1.1 I liked that iCat...
Participants in both conditions, stated that they liked that

the iCat provided feedback on their moves, and the fact that
the robot used their names when speaking (for more details
see Figure 2). In the empathic condition, almost half the
subjects also mentioned that they liked the iCat because it
encouraged them in the difficult moments of the game:

“iCat knew exactly the best moves I should play,
and even when the game was almost lost it kept
giving me hope to continue”

Another participant in the empathic condition even men-
tioned that the robot elicited empathy feelings on him:

“I liked that the iCat used my name and com-
mented my moves. Its facial expressions and move-
ment made me feel empathy”

4.1.2 When I played bad, iCat...
In both conditions most users acknowledged that the robot

warned them about their bad moves. In addition, some of
the subjects in the empathic condition answered that the
iCat got sad when they played bad, and the opposite for
the neutral condition (the iCat got happy). Four partici-
pants in the empathic condition also mentioned that when
they played bad moves, the robot encouraged them to play
better:

“The iCat got sad... but it was nice to me, saying
that he was expecting more.”

4.1.3 When I played well, iCat...
Almost all subjects said that the iCat congratulated them

when they played good moves. Some participants in the
empathic condition stated that the robot got happy when
they played good moves, and some subjects in the neutral

condition said that the robot got sad. Like in the previous
assertion, eight subjects from the empathic condition also
added that the robot encouraged them to play better:

“When I played a good move, iCat demonstrated
his support, and I felt good with myself.”

In some situations, participants in the neutral condition
did not agree with the robot’s evaluation of the game, yet
they tried to took advantage of the situation:

“When I played well, sometimes the iCat said I
didn’t, but I was taking risks. In some situations
I was trying to bluff and fool my opponent, and
iCat’s opposite comments were good for me be-
cause my opponent seemed to give lots of rele-
vance to them.”

4.1.4 When I was feeling insecure about the game,
iCat...

In this question, nearly one third of the subjects indicated
that they did not feel insecure in any part of the game.
For the other cases, the opinions differed among conditions.
While around half the participants in the neutral group did
not notice any differences in the iCat’s behaviour, six sub-
jects in the empathic group stated that the robot encouraged
them when they felt insecure during the game.

“When I felt insecure during the game, the iCat
tried to make me calm, so I could better play my
next moves.”

On the other hand, some of the subjects in the neutral con-
dition recognised that the iCat supported more their oppo-
nent:

“It didn’t help much... I got the feeling that iCat
was supporting my opponent the whole time and
didn’t care about me.”

4.1.5 What would make me interact with iCat again
would be...

The answers to this question could be categorised in four
different topics: (1) subjects who would like to interact with
the robot again because they had fun during the interac-
tion, (2) subjects who would like to play against the iCat,
(3) those who wanted to improve their chess skills and (4)
participants who would like to repeat the interaction as it is
(playing another chess match with the iCat commenting the
game). The frequencies of these categories for each condi-
tion are depicted in Figure 3. While in the neutral condition
almost half the subjects would like to interact again with the
iCat just for fun, participants in the empathic group would
like to play another game in this same setting and improve
their chess skills.

In addition to these motives, some of the participants also
would like that the iCat could explain in more detail the rea-
son for its comments. For instance, explain why a certain
move was good or bad, or suggest other moves when users
play a bad move. Furthermore, some users in both condi-
tions claimed that they would like to perform other type of
activities with the iCat.



Figure 3: Most frequent answers to the open ques-
tion “What would make me interact with iCat
again...”.

5. CONCLUSIONS AND FUTURE WORK
In the last few years, promising methods for affect recog-

nition in real-world settings have been reported in the lit-
erature, some of which can be extremely useful in human-
robot interaction. However, robots capable of recognising
the user’s affect in real-time and selecting appropriate re-
sponses taking into account the user’s state are still not
numerous. We believe that the latter capability is as im-
portant as the first: what is the advantage of having an
accurate affect recognition system if, in the end, the robot
behaves in the same way? Therefore, while working on an
affect recognition system, we are also addressing aspects of
empathy and how that may influence the possible relation
established between the user and the robot.
This paper presented the results of a study about peo-

ple’s perceptions of a robot displaying empathic and neutral
behaviours. By analysing the answers that users provided,
we can conclude that the empathic behaviours of the robot
were well recognised by users. Participants towards whom
the iCat behaved in an empathic manner found the robot
more encouraging and more sensible to their feelings. Also,
more subjects from the empathic condition would like to
interact again with the robot in this scenario.
This study has some limitations in terms of the sample.

Ideally the sample should be gender-balanced, but only four
women participated in this experiment, as it was performed
at a computer science university where most students are
male.
In the future, we intend to integrate in this scenario an

affect recognition system that considers not only the context
of the task but also visual information from the user, and
perform an experiment with repeated interactions (the same
users playing several games). With more accurate informa-
tion on the user’s affect, the robot should be able to respond
to its companion even in a more sociable acceptable manner.
Also, we are planning to improve the robot’s responses by,
in the long-term, adapting certain empathic behaviours to a
particular user.
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