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Figure 1: Experimental setups designed for studying perspective taking,
(a) CoReader platform with Nao, (b) Object game with Nao, (c) Object game with virtual Nao, (d) Cozmo maze game

ABSTRACT
One of the numerous approaches that increases the interaction qual-
ity between two people is having a proper understanding of the
other person’s perspective. In this doctoral thesis, we aim to under-
stand children’s perspective taking behavior, create a perspective
taking framework for social robots, and evaluate the framework
in educational scenarios and real-life interactions. The research
started by designing tasks that allow us to analyze and decompose
children’s decision-making mechanisms in terms of their perspec-
tive taking choices. We collect data from series of studies that cap-
ture the dynamic between the child and the robot using different
perspective taking tasks and develop a complementary adaptive
model for the robot. This article summarizes the perspective tak-
ing tasks, experimental studies, and future works for developing a
comprehensive model of perspective taking for social robots.
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1 INTRODUCTION AND BACKGROUND
Humans are inherently social beings able to carry out fluid and
dynamic interactions [2–4]. Understanding our counterpart’s per-
spective or taking it into consideration during interaction is one of
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human’s many efficacious abilities [7, 8, 12]. Correspondingly, to
enhance the quality of human-robot interaction, one of the aspects
worth consideration is perspective taking [1, 16, 17, 23].

Looking at perspective taking in human-robot interaction scenar-
ios, various questions come to mind with different studies trying to
tackle these questions [6, 13, 19]. Here, we are interested in compre-
hending the dynamics between the robot and the child from perspec-
tive taking aspect and supplementing the robot with a framework
that facilitates and strengthens its interaction capabilities in educa-
tional mediums [13, 20]. To fully comprehend children’s decision-
making mechanism, several studies in psychology have studied
the underlying mechanism of perspective taking [5, 11, 15, 18]. A
better understanding of this mechanism; whether it unveils the
underlying procedures or decomposes the decision-making process,
can help us decode human’s behavior. In the following sections, we
detail the decomposition of perspective taking mechanisms in child-
robot interaction and development of the corresponding cognitive
mechanism in the robot.

2 RESEARCH PLAN
We aim to investigate the means of conducting natural human-
robot interaction by focusing on perspective taking in collaborative
educational tasks. As a result, we need to evaluate the problem
from two different angles, the child’s angle; understanding their
behavioral mechanism, and the robot’s angle; developing its com-
plementary cognitive mechanism. To model natural interactions
between human and the robot, we plan to: explore, model, evaluate,
remodel, reevaluate, and integrate our mechanism in the robot. An
adaptive perspective taking model will give the robot the ability to
adjust its perspective to the human and to conduct effective interac-
tions. For example, the robot’s response to the human’s egocentric
or exocentric perspective should be addressee-centric or exocentric
perspective respectively. To achieve our final goal of developing
the model, first we try to focus on the following intermediate goals.

(1) What are the first steps in achieving joint attention in children?
(2) What is children’s first perspective choice and how much they

are willing to adjust their perspective to their counterpart?

Pioneers Workshop  HRI ’20 Companion, March 23–26, 2020, Cambridge, United Kingdom

612

https://doi.org/10.1145/3371382.3377442
https://doi.org/10.1145/3371382.3377442


(3) Does a robot with perspective taking ability facilitates the inter-
action?

(4) Can children learn and practice perspective taking while inter-
acting with a robot equipped with this capability?

3 PREVIOUS WORK
In our previous works, we mainly focused on the first and second
goals with the following studies:
A Joint Attention Study with CoReader.
In this study, we have explored the effect of robot’s behaviors on
children’s success in establishing and maintaining joint attention.
We have developed a reading platform designed to let children
practice reading with a learner robot as shown in Figure 1a. The
robot’s learner role was a mean to provide learning by teaching
opportunity for children. Considering the importance of gaze fol-
lowing in establishing joint attention [10], during the experiment
eye-tracking glasses were also used. However, due to some issues,
the eye-tracking data was ommited from the final analyses. The
findings were twofold, first, understanding children’s performance
in response to their teacher-learner dynamic. Second, evaluating
the effect of robot’s movement on children’s performance and joint
attention [22].
Object Game: Children’s Perspective Taking Baseline.
This study analyzes children’s choice of perspective in the context
of playing a game with the robot. As a result, a two-player game
with a focus on understanding the other player’s perspective was
designed. This study provided valuable insights on developing a
perspective taking model for the robot. Children’s performance was
aligned with some of our initial hypotheses, such as “children will
use egocentric perspective in their first instruction trial”. While, it was
in contrast with some of our other hypotheses, such as “children
will switch to using explicit instructions after realizing the robot’s
egocentrism”. Here, we were mainly interested in children’s initial
perspective selection, their tendency to adapt it in case of encounter-
ing conflict with the robot, and how all of these affect the successful
completion of the task [21].
Definitions and Behavioral Observations.
As a result of the previous study, we have classified our observations
into definitions that help us understand the interaction and design
a perspective taking model. For example, we have defined implicit
and explicit utterances based on using possessive adjectives in the
sentence. Hence, “Give me the racket on the right” is implicit, while,
“give me the racket on your right” is explicit. Implicit utterances
are prone to create conflicts as both parties might have either ego-
centric or addressee-centric interpretation of them. Consequently,
we have also defined speaker perspective and listener perspective, as
a result of observing the inconsistency in children’s choice of per-
spective between their speaker and listener roles [14]. Our analyses
suggests that children’s first choice of perspective is egocentric,
they have higher tendency to use implicit utterances than explicit
utterances, and they don’t automatically transfer their model of
robot’s listener perspective to the robot’s speaker perspective.

4 FUTUREWORK
For our future work, we are interested in developing the intelligence
behind the robot for adapting its perspective during the interaction.

Furthermore, beside modeling the robot’s framework, we expect to
use the interaction in educational mediums for learning and prac-
ticing perspective taking. At this point, by relying on the previous
studies, we are able to develop the first version of our adaptive
model, which will be tested in our next study.
Object Game: Adaptive Model.
In order to access many participants, we are planning to run a full
scale study in Mechanical Turk. We are modifying the setup of
our previous study to execute it in an online platform as shown
in Figure 1c. The previous study with children allowed us to see
whether they select implicit or explicit utterances to compose their
instructions. In this study, we are going to separate our partici-
pants into two groups, the ones that only have implicit options (test
group) and the ones that have both implicit and explicit options
(control group). The goal is to test our adaptive model, and collect
behavioral data. The findings of this study help us to update our
model and evaluate the updated model with a new user study that
will be executed in the school.
Cozmo Maze: Perspective Adjustment for Different Angles.
In this study, we are interested in understanding the methods chil-
dren use to change their perspective under different rotation angles
[18]. The study is composed of children guiding Cozmo robot within
a maze; which is carefully tailored to position the robot with differ-
ent angular rotation, to reach a certain goal as shown in Figure 1d.
Children navigate the robot in the maze using direction buttons.
A failure to consider the robot’s perspective can result in a wrong
move, that ends in a penalty or losing the game. Currently, we are
preparing a version of this game suitable for 6 to 9 years old to be
tested in the school. The findings of this study will be twofold, un-
derstanding children’s strategy when they comprehend and/or take
the robot’s perspective, and the potential of similar tasks to train
children in learning and practicing perspective taking. We expect
the result from this study to contribute to our adaptive model.
Task Under Development: Final Integration and Evaluation.
Our final study brings everything together into a comprehensive
study. Here, we equip the robot with the final version of our per-
spective taking model. Then, we test and evaluate the robot’s perfor-
mance and quality of the interaction in two educational scenarios.

5 CONCLUSIONS
In conclusion, this research aims at understanding children’s per-
spective taking behaviour, modeling a perspective taking frame-
work for the robot, and evaluate the framework in educational
scenarios and real-life interactions. The design of the framework
satisfies two purposes, the first is endowing the robot with adaptive
perspective taking abilities in order to enhance the interaction and
the second is teaching children different types of perspective taking
such as perceptual, cognitive, and even emotional [9].
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