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Abstract

We examine a social dilemma that arises with the advance-
ment of technologies such as AI, where technologists can
choose a safe (SAFE) vs risk-taking (UNSAFE) course of
development. SAFE is costlier and takes more time to im-
plement than UNSAFE, allowing UNSAFE strategists to fur-
ther claim significant benefits from reaching supremacy in
a certain technology. Collectively, SAFE is the preferred
choice when the risk is sufficiently high, while risk-taking is
preferred otherwise. Given the advantage of risk-taking be-
haviour in terms of cost and speed, a social dilemma arises
when the risk is not high enough to make SAFE the preferred
individual choice, enabling UNSAFE to prevail when it is not
collectively preferred (leading to a smaller population/social
welfare). We show that the range of risk probabilities where
the social dilemma arises depends on many factors, the most
important among them are the time-scale to reach supremacy
in a given domain (i.e. short-term vs long-term AI) and the
speed gain by ignoring safety measures. Moreover, given the
more complex nature of this scenario, we show that incentives
such as reward and punishment (for example, for the purpose
of technology regulation) are much more challenging to sup-
ply correctly than in case of cooperation dilemmas such as
the Prisoner’s Dilemma and the Public Good Games.

Introduction
Rapid technological advancements in Artificial Intelligence
(AI), together with the growing deployment of AI in new
application domains such as robotics, face recognition, self-
driving cars, genetics, are generating an anxiety which
makes companies, nations and regions think they should re-
spond competitively (Armstrong et al., 2016; Baum, 2017;
Bostrom, 2017; Cave and ÓhÉigeartaigh, 2018; Lee, 2018).
AI appears for instance to have instigated a race among
chip builders, simply because of the requirements it imposes
on the technology. Governments are furthermore stimulat-
ing economic investments in AI research and development
as they fear of missing out, resulting in a racing narrative
that increases further the anxiety among stake-holders (AI-
Roadmap-Institute, 2017; Cave and ÓhÉigeartaigh, 2018;
Apps, 2019).

Races for supremacy in a domain through AI may how-
ever have detrimental consequences since participants to the

race may well ignore ethical and safety checks in order to
speed up the development and reach the market first. AI re-
searchers and governance bodies, such as the EU, are urging
to consider together both the normative and the social impact
of major technological advancements concerned (Declara-
tion, 2018; Russell et al., 2015; Jobin et al., 2019; European
Commission, 2020; Future of Life Institute, 2019). How-
ever, given the breadth and depth of AI and its advances, it
is not an easy task to assess when and which AI technol-
ogy in a concrete domain needs to be regulated. This issue
was, among others, highlighted in the recent EU White Pa-
per on AI (European Commission, 2020). Data to estimate
the risk of a technology is usually limited, especially at an
early stage of its development or deployment. Its potential
adverse effects may however begin to be ascertained by the
expert reviewers of scientific publications (Hutson, 2021).

Here, we summarise our previous works (Han et al., 2020,
2021b) examining this problem theoretically, resorting to a
novel innovation dilemma where technologists can choose
a safe (SAFE) vs risk-taking (UNSAFE) course of develop-
ment. Companies race towards the deployment of some AI
-based product in some domain X. They can either carefully
consider all data and AI pitfalls along the way (SAFE) or
else take undue risks by skipping some tests just to speed up
the process (UNSAFE). Overall, SAFE are costlier strate-
gies and take more time to implement than UNSAFE strate-
gies, allowing UNSAFE strategists to further claim signifi-
cant benefits from reaching technological supremacy.

In more detail, we posit that it requires time to reach do-
main supremacy through AI (DSAI), modelling this by a
number of development steps or technological advancement
rounds (Han et al., 2020). In each round the development
teams (or players) need to choose between one of two strate-
gic options: to follow safety precautions (the SAFE action)
or ignore safety precautions (the UNSAFE action). Because
it takes more time and more effort to comply with precau-
tionary requirements, playing SAFE is not just costlier, but
implies slower development speed too, compared to playing
UNSAFE. We consequently assume that to play SAFE in-
volves paying a cost c > 0, while playing UNSAFE costs



nothing (c = 0). Moreover, the development speed of play-
ing UNSAFE is s > 1 whilst the speed of playing SAFE is
normalised to s = 1. The interaction is iterated until one or
more teams establish DSAI, which occurs probabilistically,
i.e. the model assumes, upon completion of each round, that
there is a probability ω that another development round is
required to reach DSAI—which results in an average num-
ber W = (1 − ω)−1 of rounds per competition/race. We
thus do not make any assumption about the time required to
reach DSAI in a given domain. Yet once the race ends, a
large benefit or prize B is acquired that is shared amongst
those reaching the target simultaneously.

We pitch all development teams (e.g. AI companies, na-
tions) together in the time evolution of the adoption of SAFE
and UNSAFE policies resorting to the tools of evolutionary
game theory (Sigmund, 2010). As the ALife community has
shown repeatedly, this sort of modelling and simulation has
been applied successfully to understand the evolution of so-
cial and biological behaviours at all scales, from the social
organization level to the human agent and even gene ones.

As a result, we identify conditions under which safe or
risk-taking behaviour emerges, and when they are collec-
tively preferred, leading to a greater population social wel-
fare. We next explored ways to influence it towards safe and
beneficial outcomes, namely when and how to sanction un-
safe decisions made by stake-holders or reward compliant
ones. Finally, we identify when regulations need to be put in
place to favour outcomes most beneficial for all, but at the
same time taking care to avoid strict regulations that would
be introduced too early and thereby stifle innovation (Han
et al., 2020, 2021b, 2019).

Lessons for AI governance policies
We find that the time-scale in which domination or
supremacy in an AI domain can be achieved plays a cru-
cial role in determining when regulatory actions are required
(Han et al., 2020). For instance, it would probably take very
long until we have an AI capable of doing anything that
humans do (one usually termed Artificial General Intelli-
gence). Still, in many domains, such as chess playing, AI al-
ready outperforms humans. It would not take very long until
self-driving cars become safer than average human drivers.
Other examples abound.

We find that, in short-term result scenarios, companies
that ignore safety precautions are bound to win in our sim-
ulations, and hence they should be regulated. Nonetheless,
in this case, the exact requirements of regulations depend
on finding a balance between the desirable innovation speed
and the risk of its negative externalities.

Differently, in a long-term result scenario, screening for
unsafe actions ensures that only when the risk is low will
winning companies act in an unsafe manner. Such risk-
taking, as opposed to compliance with safety measures,
should be regulated for society’s benefit. It goes without

saying that, in both time-scales, only when individual ben-
efits conflict with the overall societal interests, will explicit
regulation of unsafe actions become paramount.

These findings indicate that, when defining codes of con-
duct and regulatory policies for AI, first of all, a clear under-
standing about the timescale of the race is required for ef-
fective AI governance. Regulation might not always be nec-
essary and could even have detrimental effects if not timely
applied in the right circumstances.

Indeed, we explicitly tested in our simulations what would
happen if always companies that take risks are sanctioned
(Han et al., 2021b), reducing their speed but at the cost of
speed reduction by the sanctioning party. As anticipated,
over-regulation, conducive to beneficial innovation being
stifled, occurred whenever the gain from speeding up out-
benefited the taking of risk.

Yet an issue remains to be solved for proper regulation:
Even if we can assess the game’s timescale, we still need to
estimate the measures of risk and gain associated with risk-
taking behaviours. We need data to do so, but it is usually
not yet available at an early stage of development.

Our latest finding though suggests a way out based on the
idea of voluntary safety agreements. That is, desirable out-
comes are achievable without any over-regulation whatso-
ever if companies have the freedom of choice between inde-
pendently pursuing their course of actions or else establish-
ing instead binding agreements to act safely. Sanctioning
can then be applied only against those that do not abide by
their commitment pledges (Han et al., 2021a). Thus, our
analysis indicates the need to facilitate this option, enabling
AI companies to voluntarily commit to safety agreements
without repercussion should they choose to opt out.

Concluding Remarks

We have described how evolutionary modelling and simu-
lations using game theory can be powerful to generate use-
ful insights into the behavioural dynamics and the impact
of interventions, in the context of AI development and gov-
ernance. This approach has been widely adopted to study
biological and artificial life systems (Nowak, 2006; Andras
et al., 2018; Perc et al., 2017; Smaldino and Lubell, 2014;
Han et al., 2021c), which once again has here shown its use-
fulness to study a complex issue of significant importance.
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