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ABSTRACT
Social agents should exhibit socially adequate behavior to fit the
context they meet. Fitting the context is particular relevant for
interactive agents that interact and are being observed by people.
Hence, the perceptions of people of such social capabilities are
an important concern. Exhibiting socially adequate behavior can
more easily be identifiable when in the presence of other social
actors. However, even alone, one’s ability to adjust to the context
might be socially motivated and interpreted as such. Similarly,
intelligent agents may be identified as social beings when acting
alone. Moreover, social context is triggered in different ways. In
this study, we explore if adaptation to the physical surroundings
(e.g., the agent’s location) is enough to shape the perceptions of
people observing the agent. We contribute to the study of situated
cognition’s role in interpreting an autonomous agent’s behavior. In
particular, we explore the impact of behavior changes grounded on
the location as a contextual cue on the motivation ascribed by an
observer to the agent’s behavior.

We implemented a virtual scenario with multiple contexts and
one simple character employing a computational model called Cog-
nitive Social Frames that supports behavior change to context. We
conducted a user study (n=92) to assess if an observer’s perceptions
of intention and motivation are affected by an agent’s capability to
adapt to different contexts. Our findings suggest that (a) despite no
other agents being present, participants ascribe social motivations
to the agent’s adaptive behavior, (b) such attributions are inde-
pendent of visual cues, and (c) even without any pre-established
norms, agents that consistently adjust their behavior to the physical
context are perceived as more social.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI ; User
studies; • Computing methodologies→ Agent / discrete models.
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1 INTRODUCTION
Social context corresponds to the "specific circumstance or general
environment that serves as a social framework for individual or
interpersonal behavior. This context frequently influences, at least
to some degree, the actions and feelings that occur within it" [43].
Some psychologists have noted the influence of the physical sur-
roundings on the human social context. For example, in 1913, in
his book, "On beginning the treatment’" Freud describes the thera-
peutic setting for psychoanalysis including, amongst other things,
the importance of the position of the patient (lying down) and the
disposition of the office, including the couch position and the thera-
pist’s chair [16]. Kurt Lewin describes the importance of life-space
in deriving a person’s behavior [27], and the theory of affordances
(e.g., [17]) talks about the possibilities offered by the environment.
However, when it comes to virtual agents, the physical context
seems largely forgotten.

The physical surroundings give us an impression of the intended
behavior. For example, in many courtrooms, the judge is standing
higher than the defendants. For formal work presentations, we
might have the entire audience facing the presenter, or if we desire
a less traditional setting, we can rearrange the seats in a circle.
When placed in different settings, one adjusts their actions based
on the existing context. Showing adaptive behavior determined by
the agent’s surroundings can suggest intention and, to an extent,
socially intelligent behavior [44]. Moreover, cognitive processes
reflect these adaptations. Recognizing and adapting to distinct con-
texts reshapes one’s internal mechanisms to fit the environment,
hence situating that individual’s cognition [9, 39].

When deciding what line of action to pursue, people consider
meaningful and noticeable aspects of their surroundings [8]. Several
motivators can influence people’s interpretation and construct of
the context including the physical setting, nearby social actors [5],
cultural values and social norms [24], or even internal goals [20].
However, the literature reveals a lack of consensus on the definition
of context. The lack of agreement on context’s conceptualization
extends to its categories. Categorization schemes are either too gen-
eral or incomplete [2]. Still, among the several categories of context,
the importance of the spatial characteristics of the surroundings is
mentioned by several researchers, even though the terminology is
not consistent (e.g. “locations” in [46] and “place” in [11]).
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To endow intelligent agents with the necessary capabilities to
live alongside humans, computational models for social agents
should allow them to fit their context and match the surrounding
social actors’ expectations. Thus, it is necessary to include the
mechanisms required to support and display social awareness in
the artificial agent’s computational models while shaping their
internal processes to fit the social context [12] better. Researchers
have proposed some models that attempt to establish a strong
foundation of sociality embedded across all the artificial agent’s
cognition [38][13][31][36]. Nonetheless, to deploy autonomous
agents with such socially focused models into the wild, researchers
must understand how an observer perceives and acknowledges an
agent’s actions in multiple contexts, including its social motivations.

Although several researchers recognize the importance of spatial
characteristics for agent cognition, there is a lack of empirical stud-
ies supporting these claims. We intend to explore this human sen-
sitivity to behavior changes, and its motivations, in virtual agents
when this adjustment is based on the physical context. We con-
ducted a user study to investigate if an observer identifies social
motivations when an agent exhibits behavior changes grounded
on their location to create context-aware agents. We explore the
situatedness of the agent’s behavior regarding a physical context
defined by rooms with clear boundaries and, optionally, marked
with distinctive symbols on the floor. Using minimalist represen-
tations of social agents and decoupling the physical environment
of potentially acquired social rules enables the observer with a
new frame of reference. In this study, we attempt to validate the
following two hypotheses:

Hypothesis 1. When the behavioral changes are based on the
physical context, participants will attribute higher values for social
motivations to the agent than when the behavioral changes are ran-
dom.

Hypothesis 2. When the physical environments have a visual cue
that distinguishes them, participants will attribute higher values to
context-related motivations than when no visual cue exists.

In this paper, we refer to agents social motivations to define the
causes that lead to behavioral changes in order to accommodate a
rule related to the agent’s context. If people perceive the agent’s
adaptation to different physical contexts as socially motivated, re-
searchers and designers may focus on endowing virtual and robotic
agents with the mechanisms to adapt their behavior based on their
surroundings, to make the agents appear more social. For instance,
when an human is observing the actions of an autonomous robot
that consistently adjusts its behavior to the physical context, the
agent might be perceived as more social when compared to one
that does not coherently adapt its behavior.

In the following section, we review other empirical works explor-
ing the perception of social behavior based on authored actions and
intelligent mechanisms. Afterwards, we present a scenario inspired
by the apparent behavior experiment [19] that uses artificial agents
implementing the Cognitive Social Frames model [36]. We then
elaborate on the experimental study we conducted to verify both
hypotheses and discuss the implications of our findings in the devel-
opment of computational models for social agents. The findings of
this study shed new light on what it means for an intelligent agent
to display social behavior based on its physical context, namely

the relevance of adaptive mechanisms towards supporting socially
situated agents.

2 RELATEDWORK
Heider and Simmel’s pioneered research on the perception of human-
like behavior on virtual entities in their experimental study of ap-
parent behavior [19]. Before any computational graphics started
to be rendered, the authors relied on an animated film with simple
shapes (circles and triangles) to conduct an experimental study
about an observer’s perception of behavior. Their results showed
that participants ascribed intentions and motives to the shapes’
movements, suggesting that humans attributed anthropomorphic
qualities to non-human agents. Other social scientists have also con-
tributed to the understanding of perceived behavior: from people’s
attribution of reasons [41] and intentionality [35] to individual and
group behavior, to folk notions of belief, desire, and intentions used
to predict and understand human behavior [23], there have been
several theoretical frameworks to explain behavior attribution [29].

Gong explored how anthropomorphic qualities of virtual charac-
ters elicit more social responses from people [18]. Based on several
facial images with distinct anthropomorphism levels, the author
conducted an experimental study in which he asked participants to
decide on several social dilemma games. The results suggest that
increasingly more human-like computer representations elicited
more social responses from people. Also, using functional magnetic
resonance imaging (fMRI), Krach et al. [25] studied how different de-
grees of robots’ anthropomorphismmay affect a player’s perception
of its partners in a human-robot game scenario. Their findings sug-
gest that the perceived human-likeness of a robot linearly increases
a human capability to model other’s “minds”, hence promoting the
attribution of their intentions and motives. These works suggest
that anthropomorphism qualities in artificial agents evoke cogni-
tive capabilities associated with social intelligence. However, we
hypothesize that it is possible to attribute social motivations to the
behaviors of non-humanoid abstract shapes, like the ones in [19].

Sturgeon et al. conducted an experimental study aimed at explor-
ing the impact of theory of mind in the perceived social intelligence
of robots [40]. The results suggest that the capability to adapt to
another human’s actions contributes to the perception of social in-
telligence. Also, other researchers claim that agents, namely robots,
are useful to study social behavior when properties of the physical
environment are expected to influence one’s social cognition [33].

To the best of our knowledge, there is no empirical study relying
on artificial agents to investigate the effect of the physical sur-
roundings on social intelligence perception. Other researchers also
identify the scarcity of empirical work to verify assumptions and
test predictions about social influence [15]. With the increasing in-
terest in explainable AI and the deployment of autonomous agents
in the wild, our community is experiencing a valuable endeavor
to support new contributions with findings from human science
research works [32] while creating intelligible and interpretable
systems [1]. We argue that the interpretability and explainability of
the AI behavior should be grounded on the context it sits as well.
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3 SCENARIO
Artificial agents are capable of evoking human socio-cognitive
capabilities [45]. Relying on artificial agents to study human’s social
nature has been identified as an adequate compromise between
the ecological validity of the findings and its experimental control
and has found increased usage when studying the mechanism of
socio-cognition in virtual characters [7] or robotic agents [6].

To verify our hypotheses, we created a virtual world with three
different rooms and a cube-shaped character. The scenario’s min-
imalist and abstract nature was inspired by Heider and Simmel’s
apparent behavior experiment [19]. Also, while measuring social
motivators, the observer’s cultural and societal influencesmay bring
forward expectations about adequate behavior. These preconcep-
tions can present an inconvenient and troublesome bias to the study
of the impact of adaptive behavior and multiple motivators on the
agent’s perceived social behavior. To avoid these preconceptions,
we conducted an experimental study that relied on non-humanoid
agents in virtual worlds to mitigate external influences.

In our scenario, a colored cube-shaped character moves between
rooms in a predefined path. The artificial agent can change between
three colors (pink, yellow, or blue) based on a policy P that defines
the color selection. For the scope of this scenario, the agent can
either use a context-based policy or a random policy. When fol-
lowing the first, an appropriate color is selected for each context,
i.e. each room has a specific color assigned (e.g. the character al-
ways changes to yellow on a particular room). When following the
random policy, the color selection is determined by a controlled
sequence obtained through randomization.

When entering a new room, the character chooses a new color
based on its policy P . To reflect this decision and the amplitude of
choices, regardless of the policy, the agent performs a fast anima-
tion showing all three possible colors, and then adopts the color
determined by the policy. Figure 1 shows the base scenario, where
the cube agent is exhibiting a pink color.

Figure 1: Base scenario with three rooms with no symbols.
The character represented by the pink cube is able to move
between rooms and adopt different colors.

The scenario allows the inclusion of visual cues - symbols - in
the rooms’ floor, either in all rooms or in none. This allows to study
if the presence of distinctive visual cues in different contexts influ-
ences the identification of motivations. Rather than using colors or
shapes that might reassemble the agent’s physical characteristics,
we used as symbols the characters #, *, and &. Figure 2 shows two
possible variations of the scenario.

(a) With Symbol (b) Without Symbol

Figure 2: Two variations of the base scenario: (a) each room
floor has a different symbol that stays visible and (b) there
are no symbols in any room.

As Heider and Simmel identified in their experiment [19], the use
of non-humanoid figures decouples any preconceptions regarding
adequate behavior motivated by human’s daily observations, estab-
lishing a clear framework to understand and explore an external
observer’s interpretation of virtual agents’ actions.

4 EXPERIMENT
The goal of the experiment is to study the effect that an agent’s
behavior adaptation has on the perception of an external observer.

The adaptation is represented by the behavioral changes based
on the physical context of the agent. Namely, we want to explore if
different policies based on location (e.g. the room where the agent
is) impact the motivators ascribed to an agent’s behavior. The main
goal of this experiment is to study the effect of an agent’s behavior
changes (context-based vs. random) on the attributions made by
external observers. In this study, the behavior changes are either
context-based or random. Context-based changes mimic behavioral
adjustments made according to the agent’s surroundings, whereas
random behavioral changes occur just like the name indicates,
at random. We want to explore if humans are sensitive to these
changes and if that leads them to attribute higher social motivations
to the agentswhose behavioral changes are context-based compared
to the random policy agents. We consider the context-based agents
to be adapting their behavior to their surroundings and random
policy agents as not adapting to the surroundings.

Additionally, we want to study if the presence of an explicit sym-
bol strengthens the behavior’s attribution to the spatial motivators
(physical elements in the environment). By introducing visual cues
to each room, we expect to strengthen the differences among them,
help participants assign a distinct value to each physical space, thus
highlighting the salience of distinct behaviors.

We used Amazon’s Mechanical Turk platform to conduct the
study and recruit participants, and the framework jsPsych [10] to
create and execute the experiment.

4.1 Participants
We employed 136 participants from Mechanical Turk and, prior to
data analysis, we eliminated 44 (32.4%) who failed the attention
checks. As such, our analysis uses a sample of 92 participants: 47
were women and 45 were men and their ages ranged from 23 to 64
with a mean age of 38.46 (SD = 8.87). Each participant performed
a single Mechanical Turk Human Intelligence Task (HIT) with an
estimated duration of 10 minutes and as rewarded at a rate of 6 US
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dollars per hour (e.g. 1 US dollar per task). To ensure the partici-
pants were qualified for the experiment, we defined the following
inclusion criteria: participants had to be from an English-speaking
country (Canada, UK, or the US), have a high HIT approval rate (at
least 97%), and have already performed a minimum of 5,000 HITs.

4.2 Materials
Every participant saw two videos of a cube exploring three rooms
(see Figure 1), fill an attention check with two items, performed a
distracting task, and complete the Social Motivation of Intelligent
Agents Scale (SMIAS). We created four videos 1 of an agent moving
around multiple rooms and changing colors whenever it enters a
room. Each video has a duration of 84 seconds and the agent visits
each one of the three rooms twice in a clockwise order starting
from the top right room. Figure 3 illustrates the different steps that
define the cube’s path when entering a new room.

path.png

Figure 3: Path and animation of the agent inside each room:
(a) the cube exits one room with a particular color - blue,
(b) the cube enters a new color and performs the changing
color animation, (c) the cube selects one color - yellow - af-
ter the changing color animation is concluded, and (d) after
randomly walking around the room, the cube moves to the
next room

To ensure participants were watching the videos (the attention
check), we asked them two simple questions (Question 1: “How
many rooms existed?”; Question 2: “What colors did the agent
use?”). After the first video, attention check and scale, participants
were asked to do a simple memory task that consisted of remem-
bering 3 sequences of numbers. The goal of this task was to provide
some buffer between the two portions of the experiment.

4.2.1 Social Motivation of Intelligent Agents Scale. We searched
the literature for a scale that would measure the agency and moti-
vation of intelligent agents, or that we could use for that purpose.
We considered measures used in social robotics, many of which
seem to focus on negative attitudes towards robots (for a review
see [26]). Two frequently used measures in social robotics include
the Godspeed questionnaire ([3]) and RoSAS ([4]). The Godspeed

1https://youtu.be/f2-d6FYAlTg

questionnaire ([3]) is a semantic differential scale where partici-
pants must rate robots’ attributes from 1 to 5. For example “Fake
(1-2-3-4-5) Natural”, where one means the participant perceives the
robot as fake, and five means the participant perceives the robot
as being natural. The questionnaire has three factors: Anthropo-
morphism, animacy, and likeability, none of which seems to give
an idea of motivation, agency and following social norms. Another
frequently used questionnaire is RoSAS ([4]) which was built from
the Goodspeed items and presents three factors: Warmth, compe-
tence and discomfort. Again this scale provides an insight about
how people perceive interactions with social robots, and even how
they feel about them still, they do not seem to give answers regard-
ing motivation for action and agency. In the case of measures that
focus on agency, such as self-reported scales (e.g. [42]) or perceived
agency questionnaires (e.g. [22, 34]), these instruments provide
little insight about the motivation for one’s agency.

Due to the absence of measures that would serve our goals,
we developed a scale for the scope of our study. The original scale
included a list of 36 items initially organized in three groups: agency
regarding the new color (e.g., “the cube chooses the color it wants”);
agency about changing the color (e.g., “the cube decides when to
change colors”); and motivation (e.g., “the cube decides to follow
a rule about when to change colors”). For each group, there was
an even number of options conveying full agency (e.g., “the cube
chooses the color it wants”), ‘mixed agency’ (e.g., “the cube decides
when to change colors"), and no agency (e.g., “the cube does not
decide its color”). Towards using the scale in other scenarios, the
wording of each item was planned to accommodate other agents
and target behaviors as needed. For instance, the item “The cube
knows what color to choose for each room” can be changed to “The
robot knows what movement to choose for each game”, where the
robot is the agent, movement is the action and game is the context.

We also proposed the items with potential redundancy among
them. Redundancy and length are important to conduct a factorial
analysis to determine different intrinsic factors (for a review see
[30]). We performed a factorial analysis using Winsteps [28] to
reduce the dimension of our scale. The sampling adequacy was ver-
ified using Kaiser-Meyer-Olkin measure with a KMO= 0.81 (‘great’
according to [21]). Bartlett’s test of sphericityX 2(153) = 969.0,p <
0.0001 indicating that the correlation between items was large
enough for a PCA. Four components had eigenvalue over Kaiser’s
criterion of 1 covering 69% of the variance; which correspond to the
4 factors selected for the scale. The items that cluster on the same
components suggest that the first represents Social Motivation, the
second Spatial Motivations, the third the agent’s Awareness and
the last represents its Agency. The resulting scale included 18 items
grouped into 4 factors. The mappings between the factors and the
scale items are described in Appendix A.

4.3 Design and Procedure
The experiment used a mixed design 2 (Policy: Context-based; Ran-
dom) x 2 (Symbol: with symbol; without symbol), where policy was
the within-subjects factor and Symbol, the between subjects fac-
tor. All participants followed the same procedure. The experiment
started with a page with instructions, followed by a page asking
for information about their age and gender. They were randomly

https://youtu.be/f2-d6FYAlTg
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assigned to one of two groups (symbol vs no symbol) and the order
of the two videos (context-based or random) was counterbalanced.
After the first video, subjects responded to the attention check and
then to the items of the Social Motivation of Intelligent Agents
Scale. After completing the scale, they were asked to perform the
memory task, and afterward, they saw the second video, the atten-
tion check, and responded to the Social Motivation of Intelligent
Agents Scale again. Once they finished, they had an open-ended
question asking: “Using your own words, please try to explain the
main characters behavior on both videos”.

4.4 Results
We carried out a 2 (Symbol: Symbol; No Symbol) x 2 (Policy: Context-
based; Random) x 4 (SMIAS: Social; Awareness; Spatial; Agency)
mixed ANOVA with Symbol as a between factor and policy and
SMIAS factors as within-subjects factors.

TheANOVA shows nomain effect of symbol (F < 1), and no inter-
actionswith this variable (all F’s < 1). There is amain effect of policy
(F(1, 90) = 43.68, p ≤ .001,η2p = .33), a main effect of social moti-
vation of intelligent agents (F(1.9, 270) = 47.12, p ≤ .001,η2p = .14)
and the two variables interact (F(1.7, 270) = 31.7, p ≤ .001,η2p =
.26). This interaction was decomposed using simple effects con-
trasts with a Bonferroni correction and the contrasts show that
participants rated the behavior of the cubes as being significantly
more social when the policy was context based, M = 3.49; SE = .14,
than when the policy of the agent was random, M = 2.48; SE = .15;
F(1, 90) = 31.8, p ≤ .001,η2p = .26, as Figure 4 shows. The be-
havior of the cubes was also rated as reflecting higher awareness
when the policy was context-based, M = 4.43; SE = .11, than
on the random policy condition,M = 3.44; SE = .12; F(1, 90) =
52.2, p ≤ .001,η2p = .37. Regarding the relevance of spatial char-
acteristics of the environment, subjects rated the physical world
as more impacting on the agents behavior on the context based
condition M = 4; SE = .19, than on the random policy condition,
M = 2.5; SE = .19; F(1, 90) = 37.7, p ≤ .001,η2p = .3. The ratings
attributed to agency show the opposite pattern as subjects rated
the cubes as being significantly lower in agency when the policy
was context-based M = 2.98; SE = .16, than on the random policy
condition, M = 3.89; SE = .12; F(1, 90) = 23.25, p ≤ .001,η2p = .21.

The open-ended question was the last task, and, as such, any
conclusion needs to be drawn carefully since all participants had
previously responded to SMIAS, which most likely affected their
answers to this question. We asked participants to explain, using
their own words, the main character’s behavior on both videos. We
collected 91 answers to our open-ended question, and 13 of those
were considered invalid. These answers did not paint a clear picture
of the participant’s understanding of the videos and were mostly
single-word answers. For example, the answers solely included
short statements such as "robotic", "precise and intelligent", and
"uncertain".

Some participants made a clear distinction between the cubes,
providing an answer for each video, whereas others did not. For
example, one participant wrote, "Both cubes proactively changed
color when entering a new room (...)", and another participant wrote,
"One cube assigned a specific color to each room. The other cube
randomly chose a color for each room". Based on whether people

Figure 4: Scale Factors (Social, Awareness, Spatial, Agency)
grouped by Policy

distinguished the cubes in both videos, we divided the 78 answers
in two groups: onGD 31 (40%) made clear distinctions, and onG∼D
the remaining 47 (60%) grouped the videos.

On G∼D , 32 (68%) are descriptions of the behavior that do not
provide any intentions or motivations; they simply describe move-
ment. For example:"they scooted around a weird indirect path and
would randomly pop up spin and change color. (...)". Additionally,
12 answers (26%) of G∼D , mentioned the cubes decision power or
awareness, "(..) the cube could change its color regardless of the room
but preferred to change the color based on entering a new room. So
the room played a factor but the cube still had control". Another 2
answers of G∼D mentioned the room controlling the behavior of
the cubes "(...) Each room represents a different color so no matter
what each room the cube goes it will change colors either way". The
remaining answer did not fit any of the previous categories and
was therefore classified as "others".

In GD , it is possible to distinguish between the policies (random
vs. context-based). For the random policy, the most frequent answer
related to choice and free will (19). For example, one participant
wrote "(...) the second one is making its own choices". Nine partici-
pants made simple descriptions of the policy behind the random
policy video, for example, "The first cube seemed to change colors
randomly(...)". Three answers did not fit into any of these categories.
Regarding the context-based policy, we noted that the more fre-
quent answers were descriptions of the policy (20), e.g., "The first
cube seemed to change color in each room, and it was constant: always
a certain color in a certain room". The second most frequent answer
for the CB video (10) mentioned the room, the cube’s ability to
choose, and their relation (e.g., ""The second cube changed based on
the room it was in. It did seem to be adapting to it’s environment".
Finally one answer did not seem to fit in any of previous categories.

4.5 Discussion
Since the behavioral changes were triggeredwhen the agent entered
a new context, participants identified the context-based behavior
as more spatially motivated than the random behavior. However,
based on our results, the presence of a physical cue (a symbol in
each context) did not influence the observer’s perception of the
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behaviors’ motivations. As such, Hypothesis 2 was not validated.
Still, the lack of evidence to support the aforementioned hypothesis
may suggest that a stronger representation that the agent identi-
fies a new room, and thus adapting its behavior, is required. As
Gibson suggested, one’s perception is guided by the opportunities
the environment affords [17] and, by requesting an external inter-
pretation of the agent’s motivator without displaying any hints
about the perception of such symbol, might not be sufficient for an
external observer to relate the perception of a specific context with
an adequate behavior. Moreover, as Semin and Garrido’s findings
highlight [37], ascribing motivations solely based on environmental
physical features might not be sufficient since one’s sensor capabil-
ities also play a role in behavior adaption. As such, the existence of
visual tokens in each context might not be enough to identify an
interdependence between such context and the behavioral change.
Instead, it may be necessary to explicitly display the agent’s sensory
outcome that accounts for the recognition of such environmental
cues may be necessary.

The results also indicate that participants ascribe higher values
for social motivations to context-based behavioral changes when
compared to the random behavioral changes. As such, the evidence
supports Hypothesis 1. As proposed by Smith and Semin, socially
situated cognition happens in a specific context to guide an adaptive
action [39]. Aligned with their claim, our findings suggest that
external observers ascribed higher values for social motivations
to the agents that exhibit a context-based behavior than when
random behavioral changes are displayed. Considering that no
priming or social expectations about the adequate behavior for
each context was carried to the experimental setting, our results
indicate that just by displaying a consistent policy for behavioral
changes, external observers seem interpret such actions as more
socially motivated. The most frequent answer to the open-ended
question for CB policy videos was a description of the policy; this
does not give us information about intentions but assures us that
people could identify the cube with the same color for the same
room. The second most frequent answer mentioned the choice
based on the room. The cube either assigned a color for each room
based on its perceptions or knew which color to take for each room.

The remaining two factors of our scale, Awareness, and Agency,
indicate opposing patterns from each other. Regarding the first,
observers interpreted that the agent is more aware when it exhibits
a context-based behavior. Despite mean values for the perceived
awareness being above average, this result may reveal that par-
ticipants might not recognize agents following a random policy
as capable of identifying distinct contexts, which aligns with the
previously mentioned issue of not explicitly displaying the outcome
of the sensory process. However, regarding the agent’s agency, the
ones that exhibited a random behavior received higher values for
agency than the context-based ones. Perhaps, this significant differ-
ence indicates a perceived lack of freedom to determine its actions
when the agent changes its behavior based on the context. In the
open-ended question, participants ascribed free will and choice
more frequently to the random policy video describing the cube as
making its own choices regardless of the rules. The random policy
video was the only group where the most frequent answer was not
a mere description of the policy. Additionally, by randomizing the
agent’s behavior, participants might have interpreted the agent’s

actions as being influenced by intrinsic motivations (e.g., goals and
drives) besides external ones (e.g., spatial and social). Participants
may have interpreted the agent as being less susceptible to social
conformity. Also, as other researchers investigated in robots [14],
the unpredictable behavior of the cubes helps to anthropomorphize
the agent. Still, considering the previous remarks, what explains the
attribution to the cube’s awareness and agency is yet unclear. Thus,
more work to identify the factors contributing to the perceived
awareness and agency of virtual characters is necessary.

One important limitation of this work is the fact that we use
a scale that contains social motivations rather than letting par-
ticipants interpret the videos freely like Heider & Simmel [19].
Although we are in fact providing cues to the type of attribution
we expect, the results show significant differences on the values
attributed to both policies with higher values for social motivation
when the policy is context based.

5 CONCLUSION
In this work, we explored how external observers interpret a virtual
agent’s behavior, namely the motivations behind its behavioral
changes. While endowed with mechanisms to adequate its action to
a location, the reasons to perform such changes might not be appar-
ent for a bystander. Using a minimalist scenario, we conducted an
experimental study to understand what motivations are identified
by the participants. To measure such motivations, we proposed and
employed a new scale SMIAS to measure intelligent agents’ social
motivation. Our results suggest that, although no other agents are
present and there is no previous knowledge about the adequate
behavior for each context, participants ascribe higher social moti-
vations to agents that change their behavior based on the context
defined by the physical location. Our findings reveal that people
are sensitive to changes in behavior to adapt the surroundings, and
they attribute to it higher social motivations. As such, while devel-
oping social agents, architectures and computational models should
include adaptive mechanisms that enable such artificial agents to
situate their behavior based on the physical location. Moreover,
previous research suggests that external observers expect more con-
sistency in an individual’s behavior compared to that of a group [41].
Towards creating more socially believable virtual agents, demands
a better understanding of the individual and group social reasons.
As such, studying and comparing if such attributions also applies
to groups of virtual agents is a future research direction worth of
exploring.

Additionally, we contributed with a versatile framework to study
external observer’s interpretation of intelligent agents’ behavior in
virtual worlds. This creates an opportunity to use virtual worlds
and intelligent virtual agents to study human-agent interaction
and, to an extent, human-human behavior. We aim at further ex-
ploring other valences of social context, more specifically when
other agents are present. Also, since our hypothesis on the sym-
bols was not supported by our results, it is worth enhancing the
agents’ perception of the symbols to see if it affects the attribution
of social motivations as well as introduce self-contextual symbols,
such as emojis or cultural icons. Furthermore, the SMIAS scale was
designed for this experiment and more work is necessary to validate
it. Due to the absence of a self-reported measure for ascribing social
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motivations to agents, we consider a robust validation of SMIAS as
an important contribution to this research community.

To the extent of our knowledge, there were no empirical studies
that rely on artificial agents in virtual worlds to study the effect of
the context in the perception of social intelligence. Moreover, other
researchers also identify the scarcity of empirical work to verify
some assumptions and test predictions about social influence [15].
With this work, we expect that by studying the interpretations of
social agents’ actions, researchers will be able to understand the
motivation and importance of elements that compose the social
context, thus creating models that recognize and understand human
social cognition, and are also able to reproduce such capabilities.
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A SOCIAL MOTIVATION OF INTELLIGENT
AGENTS SCALE

The Social Motivation of Intelligent Agents Scale has 18 items
divided into the following 4 factors: Social Motivations, Spatial
Motivations, Awareness and Agency. The items identified with (R)
are reversely scored.

(1) Social Motivations
(a) No social rules are influencing the cube’s color (R)
(b) The colors have no social meaning (R)
(c) Each color has a social meaning
(d) Each room has a social meaning
(e) When changing colors, the cube is following social rules

(2) Spatial Motivations
(a) Each room changes the cube’s color
(b) Entering the room changes the cube’s color

(3) Awareness
(a) The cube changes colors as a reaction to its perceptions

(b) The cube decides to follow a rule about when to change
colors

(c) The cube knows what color to choose for each room
(d) The cube perceives the rooms as being different from each

other
(e) The cube realizes it is in a different room

(4) Agency
(a) Changing colors is not a choice but an imposition (R)
(b) The cube’s color always changes when it changes rooms

(R)
(c) The cube decides when to change colors
(d) The cube has full control of its color
(e) The cube intelligently changed color
(f) The cube is not forced to change colors

The Social Motivation of Intelligent Agents Scale supports other
agents, actions and contexts, besides the ones addressed on our
scenario: cube, color changes and room. As such, the scale can be
applied to other use cases with the different entities, with their own
behaviors and respective settings.


	Abstract
	1 Introduction
	2 Related Work
	3 Scenario
	4 Experiment
	4.1 Participants
	4.2 Materials
	4.3 Design and Procedure
	4.4 Results
	4.5 Discussion

	5 Conclusion
	Acknowledgments
	References
	A Social Motivation of Intelligent Agents Scale

